Stat-134 ( Section 02 ), Fall 2002

Instructor : Antar Bandyopadhyay

Solution of Practice Final

1. (a) |X| takes values in (0,00). Thus Fix|(z) = 0 if 2 < 0. Fix 2 > 0, then

Fix(z) = P(X|<2)
B /x dt
e+ 12)
= Ztan"la.
T
So the CDF of |X]| is
0 if <0,
F\X| (CL‘) = )

Ztan" 'z if z>0.

T
(b) X2 also takes only positive values, so the density fx:(y) = 0 if y < 0. Further, Fx: (y) =
2
P(X?<y)=P(X|<y) == tan~',/y. So by differentiating we get
T

1

_— if y>0,
fre () = TVIEY)
0 otherwise.
2. Let Wy, W, W3, ..., be the inter-arrival times, which are i.i.d. Exponential(\). From definition

Tl = W1 and T2 = W1 +W2

Fix 0 < t < s < o0, then

P(Ty edt,To €ds) = P (N((0,t]) = 0,o0ne arrival in (¢,t + dt], N((t, s]) = 0,one arrival in (s, s + ds])

= e MxAdt x e M7 x \ds
MNe e dt ds.

So the joint density of (T7,7%) is given by

AZe—As if 0<t<s<oo

f(t78) =

0 otherwise.

Further we know that 75 ~ Gamma(2, \), so the marginal density of T is

A2ge— s if s>0,

sz (S) =

0 otherwise.



(a) So the conditional density of T} given Ty = 10 is

1 .
— if 0<t<10,

o)

Iz

1
0 otherwise.

Clearly, given Ty = 10, T} ~ Unif(0, 10), and hence E [Tl‘Tg = 10] =5.
(b) We know that Ty = W; and To = W7 + Ws. Hence,

3
E[['Ty] = E[W; (W, + Wa)] = E [W7] + E[W, W] = 1z
3. In this problem n := 90 is the number of trials, and p := P (a student gets 2 or more aces) is the

success probability of an individual trial. Using Hypergeometric distribution we get that
4y (48 4\ (48
_ (2) (11) (3) (10)

T T

4\ (48
+ (4()5(29) ~ 0.2573
13

+

Let X be the number of students who got 2 or more aces, then clearly X ~ Binomial(n, p).
So u = np = 23.2573 and 0 = /np(1l —p) = 4.1473, so using Normal approximation to Binomial
probabilities we get that

50.5 —23.1601

P (at least 50 students get 2 or more aces) ~ 1 — ® ( 11473

) ~1—®(6.5922) ~ 0.0000.

4. Let X be the number of times I have to toss my coin before getting a head, and Y be the number of

1
times you have to toss your coin before getting a head. So X and Y are i.i.d. Geometric(? variables.

(a)

P (we stop simultaneously) = P (X =Y)

o0

= Y P(X=kY=k)
k=1

= Y PX=KP (Y =k
k=1

_ i 11

= — =
P 3

(b) Notice that given the event [X = Y] the number of coin tosses is well defined and it is X (or YV
). So for any k > 1,

P<X:k‘X:Y):P(X:k,Y:k) _1/4k_3<1)’“.

P(X=Y)  1/3 4\4
3
Thus given [X = Y, the number of tosses follows Geometric(z) distribution.

5. (a) Clearly, X only takes values in (—1,1). So fx(z) =01if || > 1. Let —1 <2 < 1,

e Ol gy
@)= [ fepay= [ T



1
(b) The conditional density of Y given X = 5 is then given by

1 , 1 1
71 f(2ay) 1 lf —§<y<§,
fY|X ylx =5 — ==

T 2) 1
fx ) 0 otherwise.
. 1 . 11
Thus given [Y = 5], Y follows Unif (—5, 5)

6. First of of all from definition we note that the marginal distributions of X and Y are same, and it is

8.

Binomial (10, ;) .

Let I; be the indicator of the event that in it draw we got a green ball, and J; be the event that in

jth draw we got a black ball. Trivially, /; and J; are independent if 1 <4 # j <10, and I; x J; =0
for all 1 SZS].O AISOX:I1+I2+'+I10 andY:J1+J2+~~~+J10.

—_

1
(a) XY = 3> I;xJ;. Hence E[XY] =10 x (10— 1) x 3%3 = 10.
1<i£j<10

w

= = —. D0 , thus X an are not independent.
b) E[X]=E|Y 13OSEXY7EEXEY hus X and Y d d

Suppose that Julia plans to arrive at the air-port at time ¢ ( in the standard unit of hours and minutes
). Let X be the time when she actually arrives, so X ~ Unif(¢, ¢+ 15 minutes). Also let Y be the time
when the flight actually be leaving the air-port. Thus Y ~ Unif(10 : 30 AM, 10 : 45 AM). We will
assume that X and Y are independent.

P (Julia will not be able to catch the flight) = P (X >Y)

1 2

So for Julia to have 90% chance of catching the flight, we need to make the above probability exactly
10%, that is we need t = 10 : 30 AM — 15 + 15 x /0.2 minutes ~ 10 : 22AM.
(a) Z=min(X,Y), so Z takes values in R. Fix —oo0 < z < 00, then
Fz(z) = P(Z<2)
1-Pmin(X,Y) > 2)
1-P(X >2Y >2)
1-P(X>2)P(Y >z)
- (1= 0z ) (1 - B(2)).

So the density of Z is given by
f2(2) = (1= @(z = p)) ¢(2) + (1 = 2(2)) ¢(z — ).
(b) Consider the following two cases

Case-1: ¢t <0, then P (max (X,Y) —min (X,Y) > ¢) = 1.
Case-2 : t > 0, then

P (max (X,Y) —min (X,Y)>1) = P(X-Y|>1)
o) ()

Note that X —Y ~ Normal(y, 2).



—1)!
9. Let A; be the event that there is a match at ;th position, so P (4;) = (n—1)

1
= —. From definition
n

n!
1
X =14 +1a,+ --+14, Hence E[X]=nx —=1. Now,
n
¥ o BT Y
i=1 1<i#j<n
B SIS 5 Sr Ao
i=1 1<i#j<n
(n —2)! 1 L,
Further, P (4; N A4,) = = for 1 <1i# j <n. So we get that,
n! n(n—1)
E [X?] znxl—l—n(n—l)x#:?.
n n(n —1)
Finally, Var (X) =2 — 12 = 1.
10. The joint density of (X,Y") is given by
a—1 .
W lf0<$<y,y>1,

flz,y) =

0 otherwise.

(a) Observe that X only takes positive values, thus fx(z) =0if z <0. Fix > 0, then

)= [ " Fay) dy =

/°° a—1 du — a—1
max(z,1) yaJrl v «@ (max(:m 1))04 .

So the marginal density of X is

0 if x <0,
-1
fx(z) = aT if 0<a<1,
-1
a itz > 1.
axr®

(b) So the conditional density of Y given X = z is well defined when = > 0.

Case-1: 0<zx <1,
e

v|x (y‘x) -
0 otherwise.
o Yo °° dy a
SoB[Y|X =a] = [/ aJrldy:a/ b2
Yy 1Y
Case-2 : =z > 1,
ax® .
f W if y>x,
v|x (y‘x) -
0 otherwise.
1 peoyax® o [Tdy  ax
SOE[Y|X—£L’] =/ JorT dy = ax /I a1



