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Abstract

We study a class of probabilistic cooperative games which can be treated as an extension of

the classical cooperative games with transferable utilities. The coalitions have an exogenous

probability of being realized. This probability distribution is known beforehand and the

distribution of the expected worth needs to be done before the realization of the state. We

obtain a value for this class of games and present three characterizations of this value using

natural extensions of the axioms used in the seminal axiomatizations of the Shapley value.

The value, which we call the Expected Shapley value, allocates the players their expected

worth with respect to a probability distribution.

1 Introduction

The classical cooperative games with transferable utilities (TU games) deal with situations where

players make coalitions to generate worth. It is assumed that all the players join together to

form the grand coalition and a suitable allocation function (we call it a value) determines the

share of each player in the worth of this grand coalition. The Shapley value [40] is perhaps the

most popular allocation function in the literature on TU games. This setup can be termed as

the deterministic setup of a TU game. Nevertheless, in reality, the coalition formation process

is affected to a great extent by issues relating to players’ compatibility among themselves due to

viz., their socio-economic, political, or ideological differences. This leads to the definition of a

probabilistic cooperative games with transferable utilities (probabilistic TU game) [27, 28] that

associates each TU game with a probability of coalition formation. One can think of as an example

of this framework to be a sports team, say a cricket team, which has extra players. The extra

players are used in the scenario where some player(s) has to drop out due to some reason. Thus

the exact composition of the team is not known beforehand. However, every compositions’ worth

(chance of winning) is known based on the history of the players and the teams.

The probabilities so assigned to the coalitions reflect the overall level of compatibility among

the players in a coalition. Thus, all the coalitions including the grand coalition in a probabilistic

TU game are realized with some degree of uncertainty prescribed by an ex-ante probability dis-

tribution. This prompts the players to form both occasional and long-term relationships, see [15]
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for a similar argument in the case of a special class of TU games called communication situations

due to [32].

The procedure of associating probabilities to a TU game is studied in the literature following

two approaches. The first approach assumes that the players in a coalition statistically do not

depend on each other in forming a coalition and therefore, each player is endowed with an inde-

pendent probability of joining a coalition. The probability of realizing the subsequent coalition

is then obtained using standard methods such as multilinear extension, first proposed in [38] and

subsequently found in the works of [8, 9] who introduce the multinomial probabilistic value for

such games. On the contrary, in [27, 28, 43], it is argued that players depend on each other in

deciding whether to join or leave a coalition and therefore, associating independent probabilities

with each player can lead to undesirable results under their correlated behavior. Thus, this second

approach, as taken in [27, 28, 43] is based on the assumption that players do not behave in a silo

in deciding to join or leave a coalition, and therefore, the probability distribution is considered

as a primitive of the collective decision situation characteristic of a given TU game. In [43], in

addition to the probability of coalition formation, a fourth parameter representing the relationship

between two players in terms of their cooperation abilities is taken into account. Our current work

follows [27, 28] as we do not consider the fourth parameter proposed in [43], and therefore, from

now onwards, we stick to only these two works. In [28], a value called the Expected Marginal

Contribution (ex-ante and interim), and in [27] the Prediction value for the class of probabilistic

TU games are proposed. Both these values have their origin in the class of probabilistic values

first proposed in [45]. The Expected Marginal contribution due to [28] is interpreted as an assess-

ment of every player’s marginal contribution based on the given probability distribution over the

coalitions. On the other hand, the Prediction value of a player due to [27] can be treated as the

marginal expectation of a player as it takes the difference of her expectations from the coalitions

with respect to the conditional probabilities prescribed by the given probability distribution.

The Expected Shapley value, which we define in our model is the expectation of the Shapley

values over all the possible coalitions of the player set with respect to an exogenously given proba-

bility distribution. Unlike the Expected Marginal contribution [28] and the Prediction value [27],

ours is a natural extension of the deterministic setup to its probabilistic counterpart. Here, we

assume that all the coalitions have some probability to be formed and therefore, the players have

some probability to receive payoffs from each coalition under the Shapley value as if it is the final

player set that can be formed. We show that most of the properties of the Shapley value for TU

games can be extended to this setup. We present three characterizations of the Expected Shapley

value typical of its counterpart in TU games, but atypical of the values in [27, 28]. Similar de-

scriptions in the restricted setup of communication situations due to [32] and network games due

to [23] can be found in the works of [5, 12, 15, 17] respectively.

The rest of the paper proceeds as follows. In section 2, we briefly mention the preliminary

ideas relevant to the development of the paper. In section 3 we study the class of probabilistic

TU games and propose the Expected Shapley value for this class. Section 4 presents the three

characterizations of the Expected Shapley value. Finally section 5 concludes.
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2 Preliminary

Let ℵ be the set of all non-empty and finite subsets of a countably infinite set, we call this the

universe of all players. For each N ∈ ℵ, let 2N denote the power set of N . The members of 2N

are called coalitions and N , the largest among them is called the grand coalition. To simplify

the notations we use S ∪ i, S \ i etc., instead of S ∪ {i}, S \ {i} etc. We use the notation viz.,

|S|, |T | etc., to denote the size of coalitions S, T etc. A cooperative game with transferable utilities

(TU-game) is a pair (N, v) with N ∈ ℵ and a coalition function v : 2N 7→ R, such that v(∅) = 0.

The real number v(S) represents the worth of coalition S ⊆ N . We also call it the worth generated

by S. The set of all TU-games with player set N is denoted by G(N) and the set of all TU games

with variable players set N ∈ ℵ is denoted by G. If there is no ambiguity with the choice of N , we

denote the TU game (N, v) only by v. The restriction of (N, v) to a player set S ⊆ N is denoted

by (S, v). The identity game eT ∈ G(N) is defined as

eT (S) =

{
1 if S = T

0 otherwise
(2.1)

and the unanimity game uT ∈ G(N) is defined as,

uT (S) =

{
1 if T ⊆ S
0 otherwise

(2.2)

The class of unanimity games {uT : T ⊆ N, T 6= ∅} and the class of identity games {eT : T ⊆
N, T 6= ∅} are bases for the game space G(N). The null game (N, v0) is given by, v0(S) = 0 for

all S ⊆ N .

Since G(N) is a linear space and {uT : T ⊆ N, T 6= ∅} is a basis for G(N), every v ∈ G(N) can

be expressed uniquely as a linear combination of these basis vectors as follows:

v =
∑
∅6=S⊆N

∆v(S)uS , (2.3)

where the term ∆v(S) is called the Harsanyi dividend [18] and is given for all S ⊆ N by,

∆v(S) =

{
0 if S = ∅

v(S)−
∑
R(S ∆v(R) otherwise.

(2.4)

An alternative expression of the Harsanyi dividend is given by the following formula.

∆v(S) =
∑
T⊆S

(−1)|S|−|T |v(T ). (2.5)

The marginal contribution of a player i ∈ N from a coalition S ⊆ N such that i ∈ S with respect

to a TU game v ∈ G(N) is given by

δiv(S) = v(S)− v(S \ i). (2.6)

A solution to the class G of TU games is a function defined on G that assigns each TU game a

vector of real numbers determined by the size of N ∈ ℵ. An intuitive assumption in this framework
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is that for each N ∈ ℵ, called the grand coalition, the |N |-vector given by a solution is usually

a distribution of the worth of this grand coalition. The single point solutions are called values.

The most popular and transverse value is the Shapley value [40], defined in terms of Harsanyi

dividends [18] as follows,

ΦShi (N, v) =
∑

S⊆N :i∈S

∆v(S)

|S|
, ∀ i ∈ N. (2.7)

Alternatively, the Shapley value is also expressed as

ΦShi (N, v) =
∑

S⊆N\i

(|N | − |S| − 1)!|S|!
|N |!

δiv(S). (2.8)

The Shapley value is characterized, among others by Shapley [40], Myerson [32] and Hart and

Mas-Colell [19] using three sets of axioms. We mention briefly these characterizations as we will

use them when we define the Expected Shapley value at a latter stage. As an apriori requirement,

we give the following definitions.

Definition 1. Players i, j ∈ N are called symmetric player in (N, v) ∈ G if for all S ⊆ N \ {i, j},
v(S ∪ i) = v(S ∪ j).

Definition 2. Player i ∈ N is a null player in (N, v) ∈ G if for all S ⊆ N \ i, v(S ∪ i) = v(S). We

call a player productive to (N, v) if v(S ∪ i) > v(S) for at least one S ⊆ N \ i. Thus, a null player

is non-productive to the game (N, v).

The corresponding axioms are given as follows.

Axiom 1 (Null player property (NP)). A value Φ on G satisfies the Null player property if

Φi(N, v) = 0 for each null player i ∈ N .

Axiom 2 (Symmetry (SYM)). A value Φ on G satisfies Symmetry if Φi(N, v) = Φj(N, v) for each

pair of symmetric players i, j ∈ N .

Axiom 3 (Efficiency (E)). A value Φ on G satisfies Efficiency (E) i.e.,
∑
i∈N

Φi(N, v) = v(N).

Axiom 4 (Linearity (LIN)). A value Φ on G is Linear if for (N, v), (N,w) ∈ G, and α, β ∈ R,

one must have

Φ(N,αv + βw) = αΦ(N, v) + βΦ(N,w).

Φ is Additive (ADD) if the above conditions holds only for α = β = 1.

Shapley [40] uses E, SYM, NP and LIN (ADD) for the characterization of the Shapley value. On

the other hand, Myerson [32] characterizes it using only two axioms: E and a new axiom, namely,

Balanced Contribution (BC). The Balanced Contribution requires that the amount of one player’s

gains or losses is equal to the other player’s gains or losses when the two players reverse their roles

of leaving the game. Thus, formally we have:

Axiom 5 (Balanced Contribution (BC)). For all N ∈ ℵ, (N, v) ∈ G and i, j ∈ N , we have

Φi(N, v)− Φi(N \ j, v) = Φj(N, v)− Φj(N \ i, v) (2.9)

where, the game (N \ k, v) is the restriction of v on N \ k for k ∈ {i, j}.
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The BC axiom has been instrumental in characterizing the Shapley value on restricted TU games

such as communication situations [31], network games [23] and their probabilistic counterparts, see

for example [5, 12, 15, 17] etc. Following these approaches, we will also characterize the Expected

Shapley value at a latter stage. An alternative approach is taken by Hart and Mas-Colell [19] who

obtain the potential function for TU games and characterize the Shapley value using the axioms:

Consistency and Standard for two person games. Given the class G of all games over all player

sets N ∈ ℵ, and a function P : G 7→ R which associates a real number P (N, v) to every game

(N, v), the marginal contribution of player i ∈ N in (N, v) with respect to P is given by

DiP (N, v) = P (N, v)− P (N \ i, v) (2.10)

where (N \ i, v) is the restriction of (N, v) to N \ i.

Definition 3. A function P : G 7→ R satisfying P (∅, v) = 0 is called a potential function if it

satisfies the following condition:∑
i∈N

DiP (N, v) = v(N) ∀ (N, v) ∈ G. (2.11)

The following theorem from [19] gives the existence and uniqueness of a potential function and its

connection to the Shapley value.

Theorem 1 ([19], page 591). There exists a unique potential function P . For every game (N, v),

the resulting payoff vector (DiP (N, v))i∈N of the derivatives coincides with the Shapley value of

the game. Moreover, the potential of any game (N, v) is uniquely determined by Eq.(2.11) applied

only to the game and its subgames (i.e., to (S, v) for all S ⊂ N).

In [19], the two axioms used to characterize the Shapley value are Consistency (CON) and Standard

for two person games (STPG). Before describing these axioms, we define the following.

Definition 4. Let Φ be a function defined on G, (N, v) a game and T ⊂ N a coalition. The

reduced game (T, vΦ
T ) is defined as

vΦ
T (S) = v(S ∪ T c)−

∑
i∈T c

Φi(S ∪ T c, v) ∀S ⊂ T, (2.12)

and vΦ
T (∅) = 0.

In the following, we obtain the new reduced game using a notion called value dividend. This will be

used to define the probabilistic version of the reduced game later. We will also show that through

this new approach, the inter connection between the reduced game of a classical TU game and

its counterpart under the probabilistic framework can be presented in an intuitive manner. This

way, we pragmatically deviate from the existing literature of a reduced game given by Eq.(2.12)

due to [19] and use the following definition of a value dividend due to [3].

Definition 5. For each (N, v) ∈ G, S ⊆ N and a value Φ on G, the value dividends of any player

i ∈ S from coalition S with respect to Φ denoted by ΘΦ
v (i, S) are defined inductively by,

ΘΦ
v (i, S) =


Φi({i}, v) if S = {i}

Φi(S, v)−
∑

K(S:i∈K

ΘΦ
v (i,K) otherwise (2.13)
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Following remark 3 of [3] ( page 7 )we define the value dividend of the coalition S corresponding

to the value Φ as follows,

ΘΦ
v (S) =

∑
i∈S

ΘΦ
v (i, S), and ΘΦ

v (∅) = 0 (2.14)

The T reduced value dividend of the coalition K corresponding to the value Φ is then defined as,

ΘΦ
v,T (K) =

∑
i∈K

ΘΦ
v (i,K)−

∑
i∈K\T

ΘΦ
v (i,K) =

∑
i∈T

ΘΦ
v (i,K) for all T ⊆ K, and ΘΦ

v,T (∅) = 0

(2.15)

Remark 1. In particular for K = T , ΘΦ
v,T (T ) = ΘΦ

v (T ). Also by remark 3.2 of [3], the value

dividend for a coalition is identical to the Harsanyi dividend whenever Φ is efficient. Therefore, it

follows that ΘΦ
v (T ) = ∆v(T ) for Φ ≡ ΦSh. Consequently we also have, v(S) =

∑
T⊆S ∆v(T ) =∑

T⊆S ΘΦSh

v (T ). In our proposed model in this current study, we pay our attention only to the

Shapley values and their convex combinations over probability distributions, therefore, we do not

distinguish between the value dividend and the Harsanyi dividend in our framework, rather we

treat them as alternatives.

Using the definition of the reduced value dividend ΘΦ
v,T (K) for a coalition K given by Eq.(2.15)

we define a reduced game v∗T
Φ as follows:

v∗T
Φ(S) =

∑
K1⊆S;K2⊆T c

K1 6=∅

ΘΦ
v,K1

(K1 ∪K2), ∀S ⊆ T. (2.16)

and v∗T
Φ(∅) = 0.

Note that for the class of efficient values Eq.(2.16) is identical to Eq.(2.12). As already mentioned,

we confine our study only to the properties of the Shapley values and their convex combinations,

we treat the reduced game defined by Eq.(2.12) equivalent to the reduced game defined in Eq.(2.16)

and use the same notation viz., vΦ
T for both.

Remark 2. Observe that the reduced game on a coalition T with respect to a value is defined

by rescaling the worth of the coalitions so that the players outside T get their payoffs according

to this value and leave the game. The reduced game in value dividend form given by Eq.(2.16)

is therefore, a rescaling of the worth given by the original game (N, v) determined by the value

dividend ΘΦ
v so that the players outside T leave the game with their payoffs according to Φ. We

make use of this idea in section 4 again. The reduced game with respect to the Shapley value is

given by the following.

vΦSh

T (S) =
∑

K1⊆S;K2⊆T c

K1 6=∅

ΘΦSh

v,K1
(K1 ∪K2), ∀S ⊆ T. (2.17)

and vΦSh

T (∅) = 0.

It follows from Eq.(2.13) that ΘΦ
v (i, S) = ∆v(S)

|S| = ΘΦ
v (j, S) =

ΘΦSh

v (S)
|S| , for all i, j ∈ S. In view

of this relationship between the Harsanyi dividend and the value dividend with respect to the
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Shapley value, Eq.(2.17) can also be put in the following form:

vΦSh

T (S) =
∑

K1⊆S;K2⊆T c

|K1| ·
ΘΦSh

v (K1 ∪K2)

|K1|+ |K2|
, ∀ S ⊆ T. (2.18)

Moreover, under the new notation of the value dividend, the Shapley value ΦSh has the following

equivalent form:

ΦShi (N, v) =
∑

S⊆N :i∈S

∆v(S)

|S|
=

∑
S⊆N :i∈S

ΘΦSh

v (S)

|S|
, ∀ i ∈ N. (2.19)

The following two axioms are due to [19].

Axiom 6 (Consistency (CON)). A value Φ is consistent if for every game (N, v) ∈ G and T ⊂ N ,

we have

Φj(T, v
Φ
T ) = Φj(N, v) ∀j ∈ T. (2.20)

Axiom 7 (Standard for two person games (STPG)). A value Φ is standard for two person games

if

Φi({i, j}, v) = v(i) +
1

2
{v({i, j})− v(i)− v(j)} ∀i 6= j ∀v ∈ G. (2.21)

Axiom 8 (∗-Consistency (∗-CON)). A value Φ is ∗-Consistent if for every game (N, v) ∈ G and

T ⊂ N , we have

Φj(T, v
∗Φ
T ) = Φj(N, v) ∀j ∈ T. (2.22)

Remark 3. Similar to the observations made in remark 1 and remark 2, we can show that for

the class of efficient values, ∗-CON is equivalent to CON. Since the Shapley value is efficient we

treat the two properties for the Shapley value as equivalent and use CON for both “∗-CON” and

“CON”.

The three characterizations of the Shapley value due to [19, 32, 40] as mentioned above are formally

given in the following theorem. We will make use of these results for the characterization of the

Expected Shapley value at a latter stage.

Theorem 2. Let Φ be a value on G. Then the following statements are equivalent:

(a) Φ is the Shapley value on G.

(b) Φ satisfies E, SYM, NP and LIN (ADD).

(c) Φ satisfies E and BC.

(d) Φ satisfies CON and is STPG.

In the following section we present the notion of a probabilistic TU game.
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3 Probabilistic TU games

Following our discussion in section 1 and the works of [27, 28], now we assume that the formation

of the coalitions is realized with a probability distribution over the set 2N of coalitions of N .

Thus, for each S ⊆ N , we associate a probability measure pN : 2N 7→ [0, 1] such that the set

{pN (S)|S ⊆ N,
∑
S⊆N p

N (S) = 1} forms a probability distribution over 2N . With an abuse of

notation, we call the probability measure pN a coalition formation probability distribution (CFPD

in short). Denote the set of all such distributions by PN . Thus formally, we have

PN =
{
pN : 2N 7→ [0, 1]|

∑
S⊆N

pN (S) = 1
}
.

Let P denote the set of all CFPDs over a variable player set N ∈ ℵ i.e., P =
⋃
{PN : N ∈ ℵ}.

The set containing all coalitions S ⊆ N for which pN (S) > 0 is called the support of pN . It is

denoted by N(pN ). Thus, formally we have

N(pN ) =
{
S ⊆ N : pN (S) > 0

}
.

Clearly, N(pN ) ⊆ 2N . Let us now define the restriction of a CFPD over N to a subset M

of N . We assume that under this restriction, the probabilities of formation of the coalitions

outside M are all zero and therefore, the restricted probability distribution can be treated as

a conditional probability distribution on M through rescaling the probabilities in pN by ruling

out the contributions of the players outside M . A similar formulation can be found in [17] in

communication situations. Formally the restriction of the CFPD is defined as follows:

Definition 6. Let pN ∈ PN be a CFPD and M ⊆ N . Then the restriction of pN to M is the

modified CFPD pNM ∈ PN defined by,

pNM (S) =


∑

T⊆N\M

pN (S ∪ T ), ∀S ⊆M

0 otherwise.

(3.1)

In particular, denote pNN\i ∈ PN by pN−i ∈ PN so that,

pN−i(S) = pNN\i(S) =


∑

T⊆N\(N\i)

pN (S ∪ T ), ∀S ⊆ N \ i

0 otherwise.

=


∑
T⊆{i}

pN (S ∪ T ), ∀S ⊆ N \ i

0 otherwise.

=

{
pN (S ∪ i) + pN (S), ∀S ⊆ N \ i

0 otherwise.
(3.2)

Note that the restricted probability distribution given by Eq.(3.2) is also found in [27, 28], in

the name of conditional probability distribution such that player i’s contributions to the game

is ignored, however, here we consider this as a special case of the more general version given by

Eq.(3.1). Following the same line of arguments, we interpret the probability distribution pNM given
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by Eq.(3.1) as the conditional probability distribution over the player set M such that the players

in N \M are ignored. Now, we define a probabilistic TU game as follows.

Definition 7. A probabilistic TU game is a triple (N, v, pN ) ∈ G × P consisting of a TU game

(N, v) that represents the potential worth generated from the coalitions of N and a coalition

formation probability distribution pN that describes the probability with which the coalitions are

formed from the player set N ∈ ℵ.

The expected worth, that is generated by the probabilistic TU game (N, v, pN ) ∈ G × P is given

by

E(N, v, pN ) =
∑

S∈N(pN )

pN (S)v(S). (3.3)

Note that in [27], the expected worth from a probabilistic TU game (N, v, p) is denoted by Ep[v(S)]

where the coalition S seems to be redundant. Therefore, we depart from this notation and use the

one as in Eq.(3.3) instead. Unlike in the case of TU games where the worth of the grand coalition

is assumed to be allocated among the players by a suitable value function, here the expected worth

is allocated among the players under a suitable value function over G× P. This we present as an

axiom in our characterization, namely the Expected Efficiency axiom. The next proposition gives

us an expression of the expected worth of a probabilistic TU game under a restricted probability

distribution.

Proposition 1. Let (N, v, pN ) ∈ G× P be a probabilistic TU game then,

E(N, v, pN−i) = E(N, v, pN )−
∑

S⊆N :i∈S

pN (S)δvi (S),

where δvi (S) is the marginal contribution of player i ∈ N in S ⊆ N with respect to (N, v) ∈ G
given by Eq.(2.6).

Proof. Using the expression of pN−i given in Eq.(3.2), we get from Eq.(3.3)

E(N, v, pN−i) =
∑
S⊆N

pN−i(S)v(S)

=
∑

S⊆N\i

{ ∑
K⊆{i}

pN (S ∪K)
}
v(S)

=
∑

S⊆N\i

{
pN (S) + pN (S ∪ i)

}
v(S)

=
∑

S⊆N\i

pN (S)v(S) +
∑

S⊆N\i

pN (S ∪ i)v(S)

=
∑

S⊆N\i

pN (S)v(S) +
∑

S⊆N :i∈S

pN (S)v(S)

−
∑

S⊆N :i∈S

pN (S)v(S) +
∑

S⊆N :i∈S

pN (S)v(S \ i)

=
∑
S⊆N

pN (S)v(S)−
{ ∑
S⊆N :i∈S

pN (S)δvi (S)
}

= E(N, v, pN )−
{ ∑
S⊆N :i∈S

pN (S)δvi (S)
}
.

This completes the proof.
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Remark 4. In view of proposition 1 and Eq.(2.6), we call the expression E(N, v, pN )−E(N, v, pN−i)

the expected marginal contribution of player i ∈ N from the probabilistic game (N, v, pN ). Re-

call that in [28] also, the term expected marginal contribution is used to denote the probabilistic

value defined there. Similarly, in [27], the prediction value is defined to be the difference of the

expectations with respect to each player, however, in either of the values, the expectations are not

computed with the restricted probability specific to a particular coalition where the contributions

of the players outside this coalition should be ignored. In our model, while computing the expec-

tation of the Shapley values at all possible coalitions, we seem to ignore the contributions of the

players outside these coalitions by rescaling the probability distribution to each of these coalitions

according to Eq.(3.1). This is justified in the sense that each coalition has a probability to be

realized as the grand or final coalition among the players.

In what follows next, we define a value on G× P on the class of probabilistic TU games, see [27].

We also define the Expected Shapley value in this new framework.

Definition 8. A value for the class of probabilistic TU games G× P is a mapping Φ that assigns

to each (N, v, pN ) ∈ G × P a vector Φ(N, v, pN ) ∈ R|N |. The i-th component Φi(N, v, p
N ) of

the vector denotes the measure of the difference that player i makes for the probabilistic game

(N, v, pN ). We call this the payoff to player i following standard game theoretic terminologies.

Definition 9. The Expected Shapley value ΦExp−Sh defined on G× P is given by,

ΦExp−Shi (N, v, pN ) =
∑

S∈N(pN ):i∈S

pN (S)ΦShi (S, v) (3.4)

Note that ΦShi (S, v) = 0 for all i ∈ N \ S.

It follows from definition 9 that the Expected Shapley value given by Eq.(3.4) is the expectation

over all Shapley values on the coalitions of the player set N ∈ ℵ with respect to the probability

distribution pN and the restricted game (S, v) for each S ⊆ N .

Remark 5. In line with Eq.(2.7) and hence with Eq.(2.19), the Expected Shapley value can be

obtained in Harsanyi and value dividend form as follows:

ΦExp−Shi (N, v, pN ) =
∑

S∈N(pN )
i∈S

pN (S)ΦShi (S, v)

=
∑

S∈N(pN )
i∈S

pN (S)
∑

T⊆S:i∈T

∆v(T )

|T |

=
∑

S∈N(pN )
i∈S

∆v(S)

|S|

{ ∑
K⊆N\S

pN (S ∪K)
}

=
∑

S∈N(pN )
i∈S

∆v(S)

|S|
pNS (S)

=
∑

S∈N(pN )
i∈S

ΘΦSh

v (S)

|S|
· pNS (S)

10



In the next section we present three characterizations of the Expected Shapley value.

4 Characterization of the Expected Shapley value

Following Shapley’s characterization of the Shapley value for classical TU games given in [40], we

provide the first characterization of the Expected Shapley value using the axioms: Expected Effi-

ciency, Expected Null player property, Compatibility and Additivity. The second characterization

is done using the axioms Expected Efficiency and Expected Balanced Contribution in line with

their counterparts in classical TU games given by Myerson [32]. Finally, we define the potential of

a probabilistic TU game and show that the Expected Shapley value is expressible in terms of the

potential function. Moreover, we introduce the probabilistic version of the axioms: Consistency

and Standard for two person games and give a characterization of the Expected Shapley value in

terms of these two axioms.

4.1 The First Characterization

The first axiom namely, Expected Efficiency is presented as follows.

Axiom 9 (Expected Efficiency (EE)). A value on G × P is said to satisfy Expected Efficiency

(EE) i.e., ∑
i∈N

Φi(N, v, p
N ) = E(N, v, pN ).

It follows from the axiom EE that, a value that satisfies this axiom allocates the expected

worth of the probabilistic TU game among the players. The characterization of the expected

marginal contribution in [28] and the Prediction value in [27] do not use efficiency in general as

it is counter intuitive in their models to assume that the payoffs to the players according to these

two values should add up to the worth of the grand coalition. However, efficiency (i.e., EE) in

our model appears quite naturally as the payoffs to the players, which we can call their expected

payoffs should add up to the expected worth generated by the game. For the Expected Null player

property, we define a p-Null player as follows.

Definition 10. A player i ∈ N is said to be a p-Null player in the probabilistic TU game

(N, v, pN ), if E(N, v, pN )− E(N, v, pN−i) = 0.

Remark 6. The p-Null player is one whose expected marginal contribution is zero, i.e., she may

be productive to the TU game (N, v), however, her contributions are ignored by the probability

distribution. On the other hand it is also possible that her contributions are acknowledged by the

probability distribution, but the game does not consider her to be productive. Thus, in either case,

it is natural to axiom that the p-Null player should get zero payoff from the game. Also observe

that, in view of proposition 1 we note that player i ∈ N is a p-Null player in the probabilistic TU

game (N, v, pN ) if
∑

S⊆N :i∈S

pN (S)δvi (S) = 0.

The corresponding Expected Null player property goes as follows.

11



Axiom 10 (Expected Null Player Property (ENP)). A value on G×P satisfies the Expected Null

Player Property (ENP) namely, Φi(N, v, p
N ) = 0, for each p-Null player i ∈ N .

The next axiom is on “compatibility” between two players which resembles with the symmetric

players in classical TU games. We first define the notion of compatibility under the probabilistic

setups and then introduce the corresponding axiom.

Definition 11. Player i, j ∈ N(pN ) are compatible in (N, v, pN ) if,

E(N, v, pN )− E(N, v, pN−i) = E(N, v, pN )− E(N, v, pN−j). (4.1)

It follows from definition 11 that two players are compatible if their expected marginal contribu-

tions are equal.

Axiom 11 (Compatibility (COM)). A value Φ on G × P satisfies Compatibility (COM) i.e.,

Φi(N, v, p
N ) = Φj(N, v, p

N ) for a pair of compatible players i, j ∈ N(pN ) in the probabilistic

game (N, v, pN ).

Axiom 12 (Additivity (ADD)). A value Φ onG×P satisfies Additivity (ADD) if given (N, v), (N,w) ∈
G and pN ∈ P we have,

Φ(N, v + w, pN ) = Φ(N, v, pN ) + Φ(N,w, pN ).

Theorem 3. A value Φ : G × P → R|N | satisfies EE, ENP, COM and ADD if and only if

Φ ≡ ΦExp−Sh.

Proof. First, we show that the Expected Shapley value satisfies the given axioms.

The Expected Shapley value inherits EE from axiom E of the Shapley value of the corresponding

coalitional TU game (N, v). Thus, we have∑
i∈N

ΦExp−Shi (N, v, pN ) =
∑

i∈S∈N(pN )

pN (S)
∑
i∈S

ΦShi (S, v)

=
∑

S∈N(pN )

pN (S)v(S)

= E(N, v, pN ).

Note that, i is a p-Null player in (N, v, pN ) if

0 = E(N, v, pN )− E(N, v, pN−i)

=
∑

S∈N(pN ):i∈S

pN (S)
{
v(S)− v(S \ i)

}
=

∑
S∈N(pN )
i∈S

pN (S)
{
v(S)− v(S \ i)

}
.

Since pN (S) > 0 for all S ∈ N(pN ) : i ∈ S, we have, v(S) − v(S \ i) = 0,∀S ∈ N(pN ) : i ∈ S,

i.e., for all S ∈ N(pN ) : i ∈ S, i is a Null player in (S, v) ∈ G. Thus, by NP of the Shapley value,

12



ΦShi (S, v) = 0,∀S ∈ N(pN ) : i ∈ S.

Therefore,

ΦExp−Shi (N, v, pN ) =
∑

S∈N(pN ):i∈S

pN (S)ΦShi (S, v) = 0, for each p-Null player i in (N, v, pN ).

Let players i and j be compatible players in the probabilistic TU game (N, v, pN ). Therefore, we

have,

E(N, v, pN )− E(N, v, pN−i) = E(N, v, pN )− E(N, v, pN−j).

Then, using the fact that adding terms for S ∈ N(pN ) such that j ∈ S and i ∈ S on both sides of

the following expressions does not change the equality and also the fact that pN (S) > 0, ∀S ⊆
N(pN ) \ {i, j}, we get,∑

S∈N(pN ):i∈S

pN (S)
{
v(S)− v(S \ i)

}
=

∑
S∈N(pN ):j∈S

pN (S)
{
v(S)− v(S \ j)

}
⇒

∑
S∈N(pN ):i,j /∈S

pN (S)
{
v(S ∪ i)− v(S ∪ j)

}
= 0

⇒ v(S ∪ i) = v(S ∪ j), ∀ {i, j} ( S ∈ N(pN ).

Therefore for any K ∈ N(pN ), i and j are also symmetric players in (K, v) ∈ G where i, j ∈ K.

Therefore, by SYM of the Shapley value, ΦShi (K, v) = ΦShj (K, v) for all K ∈ N(pN ) such that

i, j ∈ K. It follows that

ΦExp−Shi (N, v, pN ) = ΦExp−Shj (N, v, pN ).

For Additivity of the Expected Shapley value, we have the following. Let (N, v, pN ) and (N,w, pN )

be two probabilistic TU games defined on the same player set N and the same coalition formation

probability distribution pN . Then,

ΦExp−Shi (N, v + w, pN ) =
∑

S∈N(pN )

pN (S)ΦShi (N(pN ), v + w)

=
∑

S∈N(pN )

pN (S)ΦShi (N(pN ), v) +
∑

S∈N(pN )

pN (S)ΦShi (N(pN ), w)

= ΦExp−Shi (N, v, pN ) + ΦExp−Shi (N,w, pN ).

Therefore, ΦExp−Sh satisfies all the four axioms. For the converse part, let (N, v, pN ) ∈ G× P be

a probabilistic TU game and Φ satisfy the above four axioms. Recall from section 2 that each v

can be uniquely expressed as, v =
∑
∅6=T⊆N

cTuT , cT ∈ R. Then the expected worth of (N, v, pN )

i.e., E(N, v, pN ) is given by,
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E(N, v, pN ) =
∑
S⊆N

pN (S)v(S)

=
∑
S⊆N

pN (S)
∑
T⊆N

cTuT (S)

=
∑
T⊆N

cT (
∑
S⊆N

pN (S)uT (S))

=
∑
T⊆N

cTE(N, uT , p
N ).

By ADD, Φ(N, v, pN ) = Φ(N,
∑
T⊆N

cTuT , p
N ) =

∑
T⊆N

Φ(N, cTuT , p
N ). Thus, it is sufficient to show

that Φ(N, cTuT , p
N ) = ΦExp−Sh(N, cTuT , p

N ) .

Without loss of generality we assume that, cT = 1. Note that in (N, uT , p
N ), each i ∈ T ⊆ N(pN )

is compatible with any j ∈ T , and every i /∈ T is a p-Null player. This can be easily seen from the

following expression:

E(N, uT , p
N )− E(N, uT , p

N
−i) =

∑
S∈N(pN ):i∈S

pN (S)
{
uT (S)− uT (S \ i)

}
. (4.2)

For i 6∈ T , uT (S) = uT (S \ i) and therefore, it follows from Eq.(4.2), i is a p-Null player in

(N, uT , p
N ). Thus, using ENP,

Φi(N, uT , p
N ) = 0, for all i /∈ T .

Now by EE for the probabilistic TU game (N, uT , p
N ),

E(N, uT , p
N ) =

∑
i∈N(pN )

Φi(N, uT , p
N )

=
∑
i∈T

Φi(N, uT , p
N ).

Since Φi(N, uT , p
N ) = 0, for all i /∈ T therefore, using COM we have,

Φi(N, uT , p
N ) =

{
E(N,uT ,p

N )
|T | ∀ i ∈ T.
0 otherwise

= ΦExp−Shi (N, uT , p
N ).

This completes the proof.

Remark 7. The logical independence of each of the axioms in theorem (3) are shown below:

(a) ΦMg−ED
i (N, v, pN ) =

E(N,v,pN )−E(N,v,pN−i)

|N | , for all i ∈ N satisfies ENP, COM, ADD but not

the EE.

(b) ΦEDi (N, v, pN ) = E(N,v,pN )
|N | , for all i ∈ N satisfies EE , COM, ADD but not ENP.

(c) If ΦPropi (N, v, pN ) = Xi∑
i∈N Xi

· E(N, v, pN ) where Xi = E(N, v, pN ) − E(N, v, pN−i), then for

an arbitrary k ∈ R, the value Φ given by

Φi(N, v, p
N ) =

{
ΦExp−Shi (N, v, pN ) v(N) ≤ k

ΦPropi (N, v, pN ) v(N) > k
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satisfies EE, COM, ENP but not ADD.

(d) For N ∈ ℵ and (N, v, pN ) ∈ G × P, let n(N) be the lowest leveled player in N i.e., v(i) ≥
v(n(N)) for all i ∈ N . Then the value Φ on G× P given by,

Φi(N, v, p
N ) =


0 i = n(N)

Xi∑
i∈N\n(N)

Xi

E(N, v, pN ) i ∈ N \ n(N)

where Xi = E(N, v, pN )− E(N, v, pN−i), satisfies EE, ENP, ADD but not COM.

4.2 The Second Characterization

In [28], the Balanced Contribution property is introduced for values on the class of probabilistic

TU games as an extension of BC for classical TU games due to [32]. We use this axiom but call

it the Expected Balanced contribution (EBC) to distinguish it from the original BC for classical

TU games. We show that the EBC together with EE characterizes the Expected Shapley value.

Recall that for the class of classical TU games, a value Φ satisfies the BC if for every pair of players

i, j ∈ N , Φi(N, v)−Φi(N \ j, v) = Φj(N, v)−Φj(N \ i, v), where (N \ i, v) is a restriction of v on

N \ i for all S ⊆ N \ i. In a similar manner, we have the following.

Definition 12. A value Φ on G × P satisfies Expected Balanced Contribution (EBC) if for any

(N, v, pN ) ∈ G× P, N ∈ ℵ and for all i, j ∈ N, i 6= j, we have,

Φi(N, v, p
N )− Φi(N, v, p

N
−j) = Φj(N, v, p

N )− Φj(N, v, p
N
−i).

Theorem 4. A value Φ on G× P satisfies EE and EBC if and only if Φ ≡ ΦExp−Sh.

Proof. We have already shown that the Expected Shapley value satisfies EE. Observe that, for

any i ∈ N ,

N(pN−i) =
{
S ⊆ N : pN−i(S) > 0

}
=

{
S ⊆ N : pN (S) > 0

}
\
{
S ⊆ N : i ∈ S

}
= N(pN ) \

{
S ⊆ N : i ∈ S

}
It follows from the above that the inclusion S ⊆ N(pN−i) is equivalent to S ∈ N(pN ) \ {i}. Let
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(N, v, pN ) ∈ G× P, i, j ∈ N and i 6= j. Then, using Eq.(3.2) we have,

ΦExp−Shi (N, v, pN )− ΦExp−Shi (N, v, pN−j)

=
∑

S⊆N(pN )

pN (S)ΦShi (S, v)−
∑

S⊆N(pN−j)

pN−j(S)ΦShi (S, v)

=
∑

S∈N(pN ):j /∈S,T⊆j

pN (S ∪ T )ΦShi (S ∪ T, v)

−
∑

S∈N(pN ):j /∈S

pN−j(S)ΦShi (S, v)

=
∑

S∈N(pN ):j /∈S,T⊆{j}

pN (S ∪ T )ΦShi (S ∪ T, v)

−
∑

S∈N(pN )\{j}

{
pN (S) + pN (S ∪ j)

}
ΦShi (S, v)

=
∑

S⊆N(pN ):j /∈S,T⊆{j}

pN (S ∪ T )ΦShi (S ∪ T, v)

−
∑

S∈N(pN ):j /∈S

pN (S)ΦShi (S, v)

−
∑

S∈N(pN ):j /∈S

pN (S ∪ j)ΦShi (S, v)

=
∑

S∈N(pN ):j /∈S

pN (S ∪ j)
{

ΦShi (S ∪ j, v)− ΦShi (S, v)
}
.

For S ∈ N(pN ) : j ∈ S, ΦShi (S ∪ j, v)− ΦShi (S, v) = 0, therefore these expressions can be added

to the expression derived above. Thus, we get the following.

ΦExp−Shi (N, v, pN )− ΦExp−Shi (N, v, pN−j) =
∑

S∈N(pN ):i∈S

pN (S)
{

ΦShi (S, v)− ΦShi (S \ j, v)
}

(4.3)

Similarly,

ΦExp−Shj (N, v, pN )− ΦExp−Shj (N, v, pN−i) =
∑

S∈N(pN ):j∈S

pN (S)
{

ΦShj (S, v)− ΦShj (S \ i, v)
}

(4.4)

From BC of the Shapley value for classical TU games, the required result follows immediately.

Next, we show that there exists exactly one value on G× P satisfying EE and EBC.

Let Φ1 and Φ2 be two value on G × P. For N = {1} ∈ ℵ, the results hold trivially due to EE of

the Shapley value i.e., Φ1
1({1}, v, p{1}) = p{1}({1})v({1}) = Φ2

1({1}, v, p{1}). Let us assume that

for N0 = {1, 2, . . . , n0} also, the results hold, i.e., for any two arbitrary values Φ1 and Φ2 on G×P
satisfying EE and EBC we have,

Φ1(N0, v, p
N0) = Φ2(N0, v, p

N0) = ΦExp−Sh(N0, v, p
N0).

Let (N, v, pN ) ∈ G×P such that N has now |N0|+ 1 players. Thus, N(pN−i) ≤ |N0| and N(pN−j) ≤
|N0|. By induction hypothesis, we have

Φ1(N \ i, v, pN−i) = Φ2(N \ i, v, pN−i) and Φ1(N \ j, v, pN−j) = Φ2(N \ j, v, pN−j).
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By EBC and the induction hypothesis on Φ1 and Φ2 we have,

Φ1
i (N, v, p

N )− Φ1
j (N, v, p

N ) = Φ1
i (N, v, p

N
−j)− Φ1

j (N, v, p
N
−i)

= Φ2
i (N, v, p

N
−j)− Φ2

j (N, v, p
N
−i).

It follows that, there exist ξ ∈ R : ∀i, j ∈ N ,

Φ1
i (N, v, p

N )− Φ2
i (N, v, p

N ) = Φ1
j (N, v, p

N )− Φ2
j (N, v, p

N ) = ξ.

By EE, we have E(N, v, pN ) =
∑
i∈N

Φ1
i (N, v, p

N ) =
∑
i∈N

Φ2
i (N, v, p

N ).

This further implies,∑
i∈N

Φ1
i (N, v, p

N )−
∑
i∈N

Φ2
i (N, v, p

N ) =
∑
i∈N

{
Φ1
i (N, v, p

N )− Φ2
i (N, v, p

N )
}

= |N | · ξ = 0.

Therefore, we have ξ = 0. It follows that Φ1
i (N, v, p

N ) = Φ2
i (N, v, p

N ), for all i ∈ N . Hence the

uniqueness follows.

Remark 8. The logical independence of the axioms in theorem 4 are shown below:

1. The value Φi(N, v, p
N ) = E(N,v,pN )

|N | , satisfies EE but not EBC.

2. The value Φi(N, v, p
N ) = ΦExp−Shi (N, v, pN ) + k, k ∈ R satisfies EBC but not EE.

Remark 9. Note that, similar to BC on classical TU games, we can justify that EBC is a

reasonable property for any value to satisfy under the probabilistic set up since it brings about

some kind of stability to the coalition formation process. It is interesting to note further that the

expected marginal contribution due to [28] satisfies EBC only for a special class of probability

distributions pN ∈ P which satisfies the condition
∑
T :i∈T

pN (T ) =
∑
T :j∈T

pN (T ) for any pair of

players i, j ∈ N . On the contrary, there is no such restriction on the probability distribution for

the Expected Shapley value.

4.3 Characterization in terms of potential:

In this section, we provide another characterization of the Expected Shapley value in terms of a

potential function following the work of [19] as mentioned in section 2. We define the probabilistic

potential function and show that the marginal contribution of each player with respect to this

potential function is the Expected Shapley value. We also define two axioms namely, p-Consistency

(p-CON) and Standard for two person probabilistic games (STPPG) similar to CON and STPG

of classical TU games.

Definition 13. Given a function P : G×P→ R, the probabilistic marginal contribution of player

i ∈ N in a probabilistic game (N, v, pN ) with respect to P is given by

DiP(N, v, pN ) = P(N, v, pN )− P(N \ i, v, pN\i−i ), (4.5)

where (N \ i, v, pN\i−i ) is the restriction of (N, v, pN ) with P(∅, v, p∅∅) = 0. Note that, now we abuse

the notations to denote by pTT the restriction of pNT to T and in particular by p
N\i
−i the restriction

17



of pN−i to N \ i.
A function P : G × P → R is called a probabilistic potential function if it satisfies the following

condition. ∑
i∈N

DiP(N, v, pN ) = E(N, v, pN ) for all (N, v, pN ) ∈ G× P (4.6)

Remark 10. It follows from Eq.(4.6) that∑
i∈N

DiP(N, v, pN ) = E(N, v, pN )

⇒
∑
i∈N
{P(N, v, pN )− P(N \ i, v, pN\i−i )} = E(N, v, pN )

⇒ |N |P(N, v, pN )−
∑
i∈N
P(N \ i, v, pN\i−i ) = E(N, v, pN )

⇒ P(N, v, pN ) =
1

|N |

{
E(N, v, pN ) +

∑
i∈N
P(N \ i, v, pN\i−i )

}
. (4.7)

Remark 11. Note that the notion of a potential function is also discussed in [28], where they

consider the potential of a probabilistic TU game as the expected worth of the coalition that would

form. However, in our model, we define the potential function recursively in line with [19] such

that the probabilistic marginal contributions, one for each player add up to the expected worth

of the game. Recall from section 2 that this is similar to the potential function of the classical

TU game due to [19] where the marginal contributions (Shapley payoffs to the players) add up to

the worth of the grand coalition. In what follows next, we show that the probabilistic marginal

contributions given by Eq.(4.5) are eventually the payoffs to the players under the probabilistic

Shapley value. Thus, under the probabilistic setup, we do not deviate much from the original

narratives of the potential function of classical TU games.

Proposition 2. There exists a unique probabilistic potential function P. For each (N, v, pN ) ∈
G × P, we must have DiP(N, v, pN ) = ΦExp−Shi (N, v, pN ). The probabilistic potential of any

probabilistic TU game is determined uniquely by Eq.(4.6).

Proof. First we prove the existence of a probabilistic potential function.

Define,

P(N, v, pN ) =
∑

S∈N(pN )

pN (S)P (S, v), (4.8)
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where P : G→ R is the unique potential function on the class of classical TU games. Now,∑
i∈N

DiP(N, v, pN ) =
∑
i∈N

{
P(N, v, pN )− P(N \ i, v, pN\i−i )

}
=

∑
i∈N

{ ∑
S⊆N

pN (S)P (S, v)−
∑

S∈N(p
N\i
−i )

p
N\i
−i (S)P (S, v)

}
=

∑
i∈N

{ ∑
S⊆N(pN ):i∈S

pN (S)P (S, v)−
( ∑
S∈N(pN−i)

P (S, v)pN−i(S)

+
∑

S∈N(pN ):i/∈S

pN (S)P (S, v)
)}

=
∑
i∈N

{ ∑
S⊆N(pN ):i∈S

pN (S)P (S, v)

+
∑

S∈N(pN−i):i∈S

P (S, v)
[
pN (S)− pN−i(S)

]}
=

∑
i∈N

{ ∑
S∈N(pN ):i∈S

pN (S)P (S, v)

−
∑

S⊆N(pN−i):i∈S

pN (S ∪ i)P (S, v)
}

=
∑
i∈N

{ ∑
S∈N(pN ):i∈S

pN (S)
{
P (S, v)− P (S \ i, v)

}}
=

∑
i∈N

{ ∑
S∈N(pN ):i∈S

pN (S)ΦShi (S, v)
}

(4.9)

It follows from the derivation of Eq.(4.6) given by Eq.(4.7), that starting from P(∅, v, pN∅ ) = 0, we

get a uniquely determined probabilistic potential function.

Moreover, from Eq.(4.9) and the definition of the Expected Shapley value, we have∑
i∈N

DiP(N, v, pN ) =
∑
i∈N

ΦExp−Shi (N, v, pN )

By EBC of the Expected Shapley value, DiP(N, v, pN ) = ΦExp−Shi (N, v, pN ) for all i ∈ N . This

completes the proof.

Next, we introduce the two axioms that characterize the Expected Shapley value mentioned in the

beginning of this section. However, before that, we define a probabilistic reduced game with respect

to a value on G. Then, as a particular case, we define the probabilistic reduced game with respect

to the Shapley value. As mentioned in section 2, we use the notion of value dividend introduced

in Eq.(2.13), to define the reduced game in the probabilistic framework and subsequently to

characterize the Expected Shapley value using the notion of the potential of a game.

Definition 14. The probabilistic reduced game of a probabilistic TU game (N, v, pN ) on T ⊆ N
with respect to an arbitrary value Φ is the triple (T, v

pN

T,Φ, p
T
T ) where v

pN

T,Φ is given by the following

expression:

v
pN

T,Φ(S) =
∑

K1⊆S,K2⊆T c:K1 6=∅

ΘΦ
v,K1

(K1 ∪K2)
pNK1∪K2

(K1 ∪K2)

pNK1
(K1)

, ∀ S ⊆ T. (4.10)
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and v
pN

T,Φ(∅) = 0 and pTT is the restriction of pNT to T .

Remark 12. Recall from section 2 that the reduced game on a coalition T in classical TU games

is defined by rescaling the worth of the coalitions so that the players outside T get their payoffs

according to this value and leave the game. This rescaling of the worth in the reduced game

given by Eq.(2.16) in value dividend form is determined by the value dividend Θφ
v . Comparing

the two equations Eq.(2.18) and Eq.(4.11) we can see that they differ by the probability term
pN(K1∪K2)(K1∪K2)

pNK1
(K1)

. This we interpret as the conditional probability that the players outside T get

their payoffs according to the value Φ and leave the game subject to the realization of all the

coalitions of T . This is done with a rescaling of the probabilities determined by the original

probability distribution pN restricted to the coalitions of T .

In particular, the probabilistic reduced game (T, v
pN

T,Φ, p
T
T ) with respect to the Shapley value in

value dividend form can be obtained from Eq.(4.10) and using similar arguments as in Eq.(2.18)

as follows:

v
pN

T,Φ(S) =
∑

K1⊆S,K2⊆T c:K1 6=∅

|K1| ·
ΘΦSh

v (K1 ∪K2)

|K1|+ |K2|
pN(K1∪K2)(K1 ∪K2)

pNK1
(K1)

, ∀ S ⊆ T. (4.11)

=
∑

K1⊆S,K2⊆T c:K1 6=∅

|K1| ·
∆v(K1 ∪K2)

|K1|+ |K2|
pN(K1∪K2)(K1 ∪K2)

pNK1
(K1)

, ∀ S ⊆ T. (4.12)

(4.13)

The corresponding axioms for characterization of the Expected Shapley value proceed as follows.

Axiom 13 (p-Consistency (p-CON)). A value Φ on G×P satisfies p-Consistency (p-CON) namely,

Φi(N, v, p
N ) = Φi(T, v

pN

T,Φ, p
T
T ) ∀ i ∈ T . (4.14)

Axiom 14 (Standard for two person probabilistic games(STPPG)). A value Φ on G×P satisfies

Standard for two person probabilistic games namely, for N = {i, j} and a two person probabilistic

game (N, v, pN ),

Φi({i, j}, v, pN ) = E({i, j}, v, pN−j) +
1

2
pN ({i, j})

{
v({i, j})− v(i)− v(j)

}
. (4.15)

Proposition 3. The Expected Shapley value satisfies p-CON and STPPG.

Proof. The Expected Shapley value satisfies p-CON: From Eq.((2.16)), we have:

∆
vp

N

T,Φ

(K1)

|K1|
=

∑
K2⊆T c

∆v(K1 ∪K2)

|K1|+ |K2|

{pNK1∪K2
(K1 ∪K2)

pNK1
(K1)

}
, ∀ K1 ⊆ T. (4.16)

It follows from Eq.(4.16),

∑
K1⊆S:i∈K1

∆
vp

N

T,Φ

(K1)

|K1|
=

∑
K1⊆S:i∈K1

∑
K2⊆T c

∆v(K1 ∪K2)

|K1|+ |K2|

{pNK1∪K2
(K1 ∪K2)

pNK1
(K1)

}
, ∀ K1 ⊆ T.

Therefore, we have

ΦShi (S, vp
N

T,Φ) =
∑

K1⊆S:i∈K1

K2⊆T c

∆v(K1 ∪K2)

|K1|+ |K2|
·

{
pNK1∪K2

(K1 ∪K2)
}

pNK1
(K1)

, ∀ S ⊆ T
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It follows that,

ΦExp−Shi (T, vp
N

T,Φ, p
T
T ) =

∑
S⊆T :i∈S

pNT (S)ΦShi (S, vp
N

T,Φ)

=
∑

S⊆T :i∈S

pNT (S)
∑

i∈K1:K1⊆S,K2⊆T c

∆v(K1 ∪K2)

|K1|+ |K2|
·

{
pNK1∪K2

(K1 ∪K2)
}

pNK1
(K1)

=
∑

i∈K1:K1⊆S,K2⊆T c

∆v(K1 ∪K2)

|K1|+ |K2|
·
{
pNK1∪K2

(K1 ∪K2)
}

=
∑

S⊆N :i∈S

∆v(S)

|S|

{ ∑
K⊆N\S

pNS (K)
}

=
∑

S⊆N :i∈S

∆v(S)

|S|
pNS (S)

= ΦExp−Shi (N, v, pN )

The Expected Shapley value satisfies STPPG: For N = {i, j}.

ΦExp−Shi ({i, j}, v, pN ) =
∑

S⊆N :i∈S

pN (S)ΦShi (S, v)

= pN (i)ΦShi ({i}, v) + pN (i, j)ΦShi ({i, j}, v)

= pN (i)v(i) + pN (i, j)
{∆v({i, j})

2
+ v(i)

}
= E({i, j}, v, pN−j) + pN (i, j)

{∆v({i, j})
2

}
= E({i, j}, v, pN−j) + pN (i, j)

{v({i, j})− v(i)− v(j)

2

}

Theorem 5. A value Φ on G × P satisfies STTPG and p-CON if and only if, Φ(N, v, pN ) ≡
ΦExp−Sh(N, v, pN ) for all (N, v, pN ) ∈ G× P.

Proof. It is already shown that the Expected Shapley value satisfies p-CON and STPPG. Conversly

we prove that any value satisfying p-CON and STPPG also satisfy Expected Efficiency. For

N = {i, j}, p-CON and STPPG implies Expected Efficiency. Consider the game (v, p{i}), we

define the two player game v∗ and probability distribution p{i,j} such that, p
{i,j}\j
−j = p{i} and

v∗(i) = v(i), v∗(j) = 0, v∗(i, j) = v(i). By definition of reduced game v∗
pN

i (i) = v(i). Since Φ

satisfies p-CON therefore we have,

Φi({i}, v, p{i}) = Φi({i}, v∗
pN

i , p
{i,j}\j
−j ) = Φi({i, j}, v∗, p{i,j}) = v∗

pN

i (i)p
{i,j}\j
−j (i) = v(i)p{i}(i).

Next, for |N | ≥ 3, suppose that for all games with player set T such that |T | < |N |, a value on

G× P satisfying p-CON and STTPG also satisfies EE. Then,∑
i∈N

Φi(N, v, p
N ) = Φk(N, v, pN ) +

∑
i∈N\k

Φi(N, v, p
N )

= Φk(N, v, pN ) +
∑
i∈N\k

Φi(N \ k, vp
N

N\k,Φ, p
N\k
−k )

= Φk(N, v, pN ) + E(N \ k, vp
N

N\k,Φ, p
N\k
−k )

= E(N, v, pN )
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Hence by induction hypothesis we conclude that Φ is an efficient value function.

Next if a Potential function Q : G× P→ R can be constructed such that Q(∅, v, p∅∅) = 0 and

Φi(N, v, p
N ) = Q(N, v, pN )−Q(N \ i, v, pN\i−i ), ∀ i ∈ N (4.17)

then by uniqueness of Potential function it follows that Q = P and hence Φi(N, v, p
N ) =

ΦExp−Shi (N, v, pN ). Therefore, the existence of such a Q completes the proof.

Define, Q(∅, v, p∅∅) = 0, Q({i}, v, pii) = pii(i)v(i), Q({i, j}, v, p{i,j}{i,j}) = p
{i,j}
{i,j}(i, j)

{
∆v({i,j})

2 +

∆v(i) + ∆v(j)
}

+ p
{i,j}
{i,j}(i)∆v(i) + p

{i,j}
{i,j}(j)∆v(j). Let |N | ≥ 3 and Q is already defined as

(4.17) for all coalitions of size less then |N |. Let us define Q(N, v, pN ) = α if and only if

α−Q(N \ i, v, pN\i−i ) = Φi(N, v, p
N ) for all i ∈ N . Next, we show that,

Q(N \ i, v, pN\i−i ) + Φi(N, v, p
N ) = Q(N \ j, v, pN\j−j ) + Φj(N, v, p

N ), ∀ i, j ∈ N. (4.18)

Let |K| ∈ N \ {i, j}, |N | ≥ 3.

Φi(N, v, p
N )− Φj(N, v, p

N )

= Φi(N \ k, vp
N

N\k, p
N\k
−k )− Φj(N \ k, vp

N

N\k, p
N\k
−k )

= Q(N \ k, vp
N

N\k,Φ, p
N\k
−k )−Q(N \ {k, i}, vp

N

N\{k,i},Φ, p
N\{k,i}
−{k,i} )

−Q(N \ k, vp
N

N\k,Φ, p
N\k
−k ) +Q(N \ {k, j}, vp

N

N\{k,j},Φ, p
N\{k,j}
−{k,j} )

= −Q(N \ {k, i}, vp
N

N\{k,i},Φ, p
N\{k,i}
−{k,i} ) +Q(N \ {i, k, j}, vp

N

N\{i,k,j},Φ, p
N\{i,k,j}
−{i,k,j} )

+Q(N \ {k, j}, vp
N

N\{k,j},Φ, p
N\{k,j}
−{k,j} )−Q(N \ {i, k, j}, vp

N

N\{i,k,j},Φ, p
N\{i,k,j}
−{i,k,j} )

= −Φj(N \ {k, i}, vp
N

N\{k,i},Φ, p
N\{k,i}
−{k,i} ) + Φi(N \ {k, j}, vp

N

N\{k,j},Φ, p
N\{k,j}
−{k,j} )

= −Φj(N \ {i}, vp
N

N\{i},Φ, p
N\i
−i ) + Φi(N \ {j}, vp

N

N\{j}, p
N\j
−j )

= −Q(N \ i, vp
N

N\i,Φ, p
N\i
−i ) +Q(N \ {i, j}, vp

N

N\{i,j},Φ, p
N\{i,j}
−{i,j} )

+ Q(N \ j, vp
N

N\j,Φ, p
N\j
−j )−Q(N \ {i, j}, vp

N

N\{i,j},Φ, p
N\{i,j}
−{i,j} )

= Q(N \ j, vp
N

N\j,Φ, p
N\j
−j )−Q(N \ {i}, vp

N

N\i,Φ, p
N\i
−i )

The second line of the above equality follows from ‘reduced game consistency’, the third line

follows from the ‘uniqueness of potential’.

Thus, we have

Q(N \ i, v, pN\i−i ) + Φi(N, v, p
N ) = Q(N \ j, v, pN\j−j ) + Φj(N, v, p

N ), ∀ i, j ∈ N.

It follows that the function Q is unique and hence Φi(N, v, p
N ) = ΦExp−Shi (N, v, pN ), for all

i ∈ N .

Remark 13. The logical independence of each of the axioms in theorem (5) are shown below:

1. Φi(N, v, p
N ) =

{
ΦExp−Shi (N, v, pN ) |N | ≤ 2

v(N)pN (N)
|N | |N | > 3

satisfies STPPG, but not p-CON.

2. The value Φi(N, v, p
N ) = k · ΦExp−Shi (N, v, pN ), for any k ∈ R \ {1}, satisfies p-CON, but

not STPPG.
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5 Conclusion

We have studied cooperative games in situations where the coalitions are realized with endoge-

neously given probabilities. The allocation of the expected worth to the players needs to be made

before the realization of the state. As a solution concept, we propose a value called Expected Shap-

ley value that allocates the players their expected worth from the Shapley values over all probable

coalitions with respect to a probability distribution. We provided three characterizations of this

value based on a natural adaptation of the axioms used in the seminal axiomatizations of the

Shapley Value. Similar studies may be made with other values for TU games viz., the Equal

Division rule, the Egalitarian Shapley value due to [24], the Solidarity value due to [36] etc., just

to name a few. This we keep for our future research.
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