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Abstract

This paper examines the role of internal geography in shaping the spatial distribu-

tion of benefits from trade liberalization. Focusing on India’s 1990s trade reforms, we

show that high internal trade costs play a critical role in determining the response of

local labor markets. Exploiting India’s complete road network, we show that regions

with better access to international markets via sea or air ports experience a stronger

reallocation of labor from agriculture to manufacturing and services. This realloca-

tion is driven by a higher growth in manufacturing output, labor productivity, and

demand for manufacturing labor in regions with better international access. These

regional disparities are quantitatively large and persist for up to a decade after trade

liberalization.

*We thank Kerem Coşar, James Harrigan, John McLaren, Jonathan Colmer, and members of the Trade
and Development Groups at UVa for their valuable comments. We are grateful to Treb Allen, Devaki Ghose,
and Petia Topalova for sharing data which was instrumental for this project. All errors are our own.



1 Introduction

How does external integration affect local labor markets when internal integration is in-
complete? Are regions better integrated with international markets more likely to ex-
perience stronger manufacturing gains following a large-scale trade liberalization or do
they perish under greater foreign competition? Does better international access facilitate
or hinder structural transformation? We address these fundamental questions by study-
ing India’s large-scale trade liberalization policy in the 1990s, which reversed decades of
inward-looking economic policy. While external integration progressed rapidly, internal
integration was far from complete with a poor road network characterized by slow aver-
age speeds and long delays. We provide detailed evidence that India’s internal geography
played a crucial role in shaping the spatial incidence of the effects of trade liberalization.

In the presence of high internal trade costs, regions better integrated with world mar-
kets can experience either stronger positive or negative effects of trade liberalization as
compared to less integrated regions. Goldberg et al. (2010b) show that reduced import
tariffs led to a massive surge in the import of intermediate inputs in India from 1991-97.
The opportunity to take advantage of these cheaper and/or better imported inputs dissi-
pates if the costs of transporting them from an international gate to the firm’s location are
high. Thus, firms in regions with better access to international markets are better posi-
tioned to gain from the spur in intermediate imports. Further, Topalova and Khandelwal
(2011) show that a fall in both input and output tariffs led to a rise in firm productivity in
the 90s in India. The lack of foreign goods in the domestic market, both intermediate and
final, restricts the potential technology spillovers from superior products for more inland
firms.

The negative effects stem from the fact that more inland firms are better protected
from increased foreign competition due to a fall in output tariffs. With high internal trade
costs, the effective price of foreign goods increases as they reach inland markets, thus,
losing competitiveness. The local labor market effects are dependent on the magnitude
and direction of these effects. If the positives outweigh the negatives, regions with better
international access experience relatively larger manufacturing gains. These larger gains
can translate into increased labor demand in manufacturing. Recent work has established
that primary inputs and materials are complementary in production (Peter and Ruane,
2023; Castro-Vincenzi and Kleinman, 2022)1. A fall in tariffs thus reduces the price of
intermediates and complementarity leads to an increase in spending share on labor. Ad-

1The study by Peter and Ruane (2023) is particularly well suited for our paper as the estimates are in the
context of India and obtained using India’s trade liberalization as an exogenous shock.
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ditionally, a rise in TFP can lead to increased demand for all inputs, including labor. Better
international access, therefore, directly facilitates structural transformation by increasing
the opportunities of switching from agriculture to manufacturing2.

In the absence of high internal costs, the above channels become less important as spa-
tial disparities in access to international gates are less stark. For instance, a network of
high-speed roads or rails connecting inland regions with international ports in an econ-
omy can dampen the initial location disadvantage. Until at least the early 2000s, India did
not have such a network. Traveling a distance of 1,500 km by truck in India in 2000 took
four to five days, which is about five times longer than in the United States (Asturias et al.,
2019). Economic losses from congestion and poor roads are estimated to be as high as INR
120-300 billion (≈ USD 2.6-6.5 billion) per year (Mohan et al., 1996). Major investments
in highway upgrades only began in 2001 with the construction of the Golden Quadrilat-
eral (GQ). The project was close to completion by 2006. Other major projects, such as
the North-South and East-West corridors, had only 10% of the work completed by 2006.
Therefore, India in the period from 1987 to 2004 provides an ideal setting to analyze how
the effects of a major trade liberalization episode are spatially concentrated, particularly
when access to international markets via ports is more costly for distant regions.

We combine several data sources to build a rich geo-coded dataset of firms in the
manufacturing sector in India. We digitize the 1996 road map of India, published by the
Government of India, to obtain accurate travel times. The digitized map allows us to iden-
tify five types of roads, each differing in quality. We assign average speeds along different
roads consistent with the literature to compute the shortest travel time between a district’s
centroid and its nearest international gateway. From the computed travel times, we cre-
ate a measure of the iceberg trade cost of moving goods between a district center and its
nearest international gate. This serves as our measure of international market access i.e.,
lower trade cost means better international access. Leveraging the rich information from
the firm-level data we create a district-industry panel extending to the pre-liberalization
period. We show that in response to a decline in the effective rate of protection within an
industry, the positives outweigh the negatives as the total output and labor productivity
increase relatively more in districts with better access to international markets. We further
show that both the total number of firms and total manufacturing employment increase
relatively more in districts with better international access.

We provide evidence that access to international markets is crucial in assessing the
response of local labor markets to new opportunities. Increase in manufacturing output

2The implications are reversed if the negative effects from increased export competition outweigh the
positives.
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and firms in more internationally integrated districts creates additional opportunities for
workers in the manufacturing sector. It is well established that wages in the manufactur-
ing sector in India are higher and less seasonal than in agriculture (ILO, 2018). Moreover,
under the assumption of non-homothetic preferences, higher income further increases
the demand for services. We use data from the Population Census and multiple rounds
of nationally representative household surveys, to show that in response to trade liberal-
ization, districts with a lower trade cost experience a larger reduction in the share of the
labor force in agriculture and greater gains in the share of the labor force in manufactur-
ing and services. Better international access fosters structural transformation in a period
of falling external costs but high internal costs. The economic magnitude of these effects
is large. Our benchmarking exercise shows that international access can explain, at least,
an additional decline of 2 million workers in agriculture, and an additional gain of 0.5
million workers in manufacturing and 0.45 million workers in services in districts with
below-median trade cost, relative to districts with above-median trade cost. Policymak-
ers in developing countries often emphasize on structural transformation as an important
development goal. Our results show that poor domestic transport infrastructure is an im-
portant determinant of winners and losers along this dimension. The implications extend
well beyond the case of India as countries in the developing world, like Africa, continue
to suffer from poor and inadequate road networks as they further complete their integra-
tion with world markets.

This paper relates to several strands of literature. The first examines the impact of
internal trade costs on economic activity. Donaldson and Hornbeck (2016), Donaldson
(2018), Baum-Snow et al. (2020), and Brooks and Donovan (2020) estimate the effects of
market access, driven by changes in transport infrastructure, on regional economic out-
comes. Specifically in the context of India, Van Leemput (2021) estimates that internal
trade barriers make up 40% of total trade barriers in India. Several papers examine the
gains from reducing internal trade barriers in India by examining road infrastructure im-
provements. While Asher and Novosad (2020) focus on rural roads, Ghani et al. (2016),
Alder (2016), Asturias et al. (2019), and Vogel et al. (2024) examine interstate highway ex-
pansion programs. Focusing on the pre-highway expansion period, our paper estimates
the effects of internal trade barriers on regional gains from external integration.

The second strand of literature investigates the role of internal geography in explain-
ing the uneven regional effects of international trade. Coşar and Fajgelbaum (2016) intro-
duce internal geography into an international trade model to show that regions closer to
ports in China specialize in export-oriented sectors, while interior regions do not engage
in international trade. Xu and Yang (2021) show that improving international port access
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enhances welfare gains for interior regions in China. Fajgelbaum and Redding (2022) pro-
vide a theoretical framework to disentangle the effects of internal and external trade cost
reductions on the spatial distribution of economic activity. We contribute to this body of
evidence by analyzing the spatial effects of a large-scale trade liberalization episode.

The third strand examines the effects of trade on structural change. Belmar (2023) doc-
uments positive effects of trade on structural transformation, using evidence from Colom-
bia where certain regions gained access to international markets following the opening of
the Panama Canal. In contrast, Cravino and Sotelo (2019) find negative effects of reduced
trade costs on manufacturing employment. Our paper contributes further evidence on
the positive impacts of trade on structural change. In the context of India, Fan et al. (2023)
highlight that structural change has largely bypassed the manufacturing sector, driven by
productivity growth in the service sector. We show that, while manufacturing employ-
ment may not appear to have grown significantly at the aggregate level, these aggregate
trends obscure substantial regional heterogeneity that existed until 2005.

Lastly, this paper contributes to a vast body of literature on India’s trade liberalization.
Topalova and Khandelwal (2011) show that reductions in input and output tariffs signif-
icantly boosted firm-level productivity. Goldberg et al. (2010a) show that access to new
imported inputs enabled firms to expand their product scope, accounting for a quarter of
the growth in manufacturing output between 1991 and 1997. Topalova (2007) examines
the local labor market effects of trade liberalization on poverty, comparing districts with
varying levels of tariff exposure. We extend this literature by investigating spatial hetero-
geneity across districts based on their international access and providing new evidence
on the regional impacts of trade liberalization.

The remainder of this paper is organized as follows: Section 2 provides background
about India’s trade liberalization and internal geography and discusses the mechanisms
at play. Section 3 describes all the datasets used in this paper. Section 4 outlines the
empirical strategy and discusses the results. Section 5 concludes.

2 Background

2.1 India’s Trade Liberalization

Prior to 1991, India operated like a closed economy pursuing import substitution-led in-
dustrialization. Its policy was characterized by heavy industrial licensing and strict im-
port controls in the form of high tariff and non-tariff barriers. In 1987, the average tariffs
stood at 95%, and 87% of the products were subject to quantitative restrictions. An actual

4



user policy on imports further restricted the imports of intermediate products (Topalova,
2007). Towards the end of the 1980s, a combination of external and internal crises paved
the way for India’s trade liberalization. The Gulf War in 1990 led to a steep increase in
oil prices and a reduction in remittances from Indian workers abroad. Political instability
led to significant capital outflows, resulting in a severe balance of payments crisis. By
June 1991, India’s foreign exchange reserves were sufficient to cover only two weeks of
imports.

To avoid defaulting on its balance of payments, India sought a loan from the Interna-
tional Monetary Fund (IMF) which was granted conditional on India undertaking some
macroeconomic reforms. These reforms were completely unanticipated and externally
enforced. Trade liberalization formed a huge part of these reforms. Import licensing on
virtually all intermediate inputs and capital goods was abolished. Within the first five
years of the reforms, average tariffs fell by about 50 percentage points (pp). The actual
user policy on imports was also eliminated. As a result, overall imports rose by 130% be-
tween 1987 and 2000. This growth was mostly driven by imports of intermediate inputs
which grew by 227% during the same period (Goldberg et al., 2010b). Overall, trade liber-
alization resulted in significant gains for the manufacturing sector, enhancing firm-level
productivity and expanding product variety (Topalova and Khandelwal, 2011; Goldberg
et al., 2010a). Figure 1 shows the decline in tariffs and effective rates of protection3 in
India form 1987-2008.

In this paper, we add to the evidence on trade liberalization by introducing spatial
heterogeneity across regions in India in terms of their access to international gates and
examine how firm and labor market outcomes respond to trade liberalization in the pres-
ence of internal trade barriers.

2.2 Internal Geography of India

The bulk of India’s international trade passes through twelve major seaports and two air-
ports. For instance, in 1998-99, seaborne trade accounted for 65% of India’s total trade by
value and twelve major seaports handled 87.5% of the total cargo at seaports (Basic Ports
Statistics, 2001-02). The two major airports in Delhi and Mumbai handled 71% of the
total airborne freight. Another important fact that highlights the importance of interna-
tional gates in India is the low volume of trading with its neighbors. Trade with countries
sharing a border does not necessarily require cargo to pass through ports as it can ship
directly across countries via roads. For example, in the year 2000, India’s total imports

3See section 4.1 for a discussion on Effective Rate of Protection.
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Figure 1: Trade Liberalization in India

Note: The figure shows the average decline in output tariffs and effective rates of protection from 1987-2008

from neighbors accessible via roads including Pakistan, Bangladesh, Afghanistan, Nepal,
Myanmar, and Bhutan amounted to only 1.21% of total imports.

Owing to India’s diverse geography, not all regions have equal access to international
gates4. As shown in Figure 2, aside from the international airports in Delhi, most interior
and non-coastal states lack direct access to international gates, creating significant barri-
ers for these regions to engage in international trade. In the 2000s, the Government of
India made substantial infrastructure investments to address these challenges, including
the construction of the 5,800 km Golden Quadrilateral highway, aimed at improving con-
nectivity to major ports. Despite these efforts, internal trade barriers remain significant.
According to Van Leemput (2021), internal barriers accounted for 51% of total trade bar-
riers in non-port states in India during 2011-12. In the 1990s, which also happens to be
the period of India’s trade liberalization, the state of India’s road networks was worse. In
the 1990s, the time to reach a port from a district at the 90th percentile was 8 times larger
than a district at the 10th percentile.

In the presence of high internal travel costs, internal geography can become a source
of regional inequalities in an open economy. In Figure 3, we plot district-level output
growth in the manufacturing sector against the travel time to ports for each district. The
travel time is computed from a district’s centroid to the nearest international gate as per
the 1996 road network. As shown in Figure 3(a), before 1992, when India was largely a
closed economy, output growth shows no correlation with international access. However,
following India’s trade liberalization, there is a significant negative correlation between
travel time and output growth as shown in Figure 3(b). From 1992-04, access to interna-
tional markets becomes a lot more important for manufacturing output.

4We use the terms international gates, gates, and ports interchangeably.
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Figure 2: Major Sea and Air Ports in India

Note: Figure depicts the 12 major seaports and two major airports in India. Shapefile depicts districts as per
1991 boundaries.

Figure 3: Manufacturing Output Growth and Proximity to Ports

(a) 1987-1992 (b) 1992-2004

Note: The figure shows the correlation between international access and output growth in pre and post-
liberalization period. Top and bottom 2.5% sample is trimmed in both periods to remove outliers. The
fitted line represents the linear fit from the regression using log of real output in the base period as weights.
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2.3 Mechanisms

Trade liberalization can affect firms via several channels. A reduction in tariffs on inter-
mediate products can improve access to better and cheaper inputs, boosting productivity.
Increased foreign competition due to a reduction in output tariffs can act as a disciplining
device leading to improved firm efficiency. Lastly, exposure to technologically superior
goods in both the input and output market can lead to technology spillovers on local
firms. However, increased foreign competition can also adversely affect some firms, po-
tentially forcing some to exit the market (Melitz, 2003). Goldberg et al. (2010b) show that
in India, tariff reductions led to a 227% increase in intermediate imports between 1987
and 2000, leading to significant gains in firm productivity and an expansion in product
scope (Topalova and Khandelwal, 2011). But in the presence of high internal trade costs,
the location of firms becomes an important factor for the transmission of these effects.

Most imports enter a country via an international gate and then get shipped to do-
mestic markets. As internal shipping is costly, for a given imported input, a firm located
near a port can access the input at a cheaper price as compared to an inland firm. Simul-
taneously, for a given final good a firm located near a port faces greater competition from
imported final goods as compared to an inland firm as foreign prices lose competitive-
ness with high internal trade costs. The spatial effects of trade liberalization extend to
the export market as well. Higher productivity gains from cheaper imported inputs and
lower shipping costs to international markets might give a price advantage to firms near
ports over inland firms in the export market. Thus, overall trade liberalization can lead
to ambiguous spatial effects on manufacturing activity.

Given these internal trade costs, trade liberalization can have spatial effects on struc-
tural transformation within an economy. If districts with better international access ex-
perience larger gains in manufacturing activity due to trade liberalization, they would
experience a higher labor demand in the manufacturing sector relative to districts with
poor international access. Furthermore, since wages in manufacturing typically exceed
those in agriculture, these districts may see larger income gains. Under the assumption
of non-homothetic preferences, income gains in turn lead to a greater demand for services
in these districts.

Adoption of labor-saving technology in agriculture can increase agriculture produc-
tivity and potentially release labor from agriculture (Cheung and Yang, 2024). Figure 4
shows that imports of agriculture equipment like tractors, ploughs, sprayers, etc., saw
a massive increase between 1992-2000. Internal trade barriers can influence structural
change by affecting the rate of adoption of these labor-saving technologies as districts
that are more integrated with international markets are better positioned to import agri-
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cultural equipment. Thus, understanding the importance of international access for the
transmission of gains from trade liberalization is critical to unpacking the effects of trade
liberalization on structural change in the economy.

Figure 4: Growth in Imports of Agriculture Inputs (1992-2000)

Note: Figure depicts the growth in value of imports for tractors, ploughs, harvesters/threshers, sprayers,
and other agriculture/horticulture tools between 1992 and 2000. Data taken from UN COMTRADE.

To quantify these spatial effects of trade liberalization on manufacturing activity and
structural transformation, we focus on the period from 1987 to 2004. Although we have
data until 2012, we restrict our long-run analysis to 2004 as the period from 2005-12 coin-
cides with the passage of two large-scale national policies in India which could potentially
be correlated with a district’s international access and its economic outcomes. First, India
passed the Special Economic Zones (SEZ) Act in 2005 which promoted the establishment
of hubs specializing in the production of export-oriented goods. Between 2005-13, 147
SEZs became operational out of which more than 90% were located in the coastal dis-
tricts. Studies have found positive effects of SEZs for regional structural change (Gallé
et al., 2022; Hyun et al., 2018). Second, India enacted a massive rural employment guar-
antee program, MGNREGA in 2006 which offered 100 days of employment per eligible
household in a financial year. It largely offered public works jobs like road building and
water management. Studies show that MGNREGA implementation has been heteroge-
neous across states and most employment generation until 2009 was concentrated in in-
land states of Rajasthan, Madhya Pradesh, and Chhattisgarh (Dreze and Oldiges, 2009;
Sukhtankar, 2017). Finally, while Phase I of the previously discussed major highway ex-
pansion program in India was almost complete by 2006, Phase II was launched in 2006.
These constructions can drastically change the international access for far-off districts. By
restricting the data to earlier periods, we ensure that these large-scale highway projects
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do not create a measurement error in travel times.

3 Data

International Access: The key variable in this study is the access of districts to inter-
national markets via major international sea and airports. Our measure of international
access is computed as an iceberg trade cost5. To measure trade costs, we need a measure
of travel time from district centers to ports. To accurately measure travel time, we digitize
the 1996 detailed road map of India published by the Government of India 6 with the as-
sistance of a digital mapping company, CyberSwift. This allows us to identify five types
of roads - National and State Highways, All-Weather Motorable Roads, Fair-Weather Mo-
torable Roads, Roads Where Delays May Occur, and Other Roads. To assign average
speeds to each of these road types, we rely on the values used by Allen and Atkin (2022),
Vogel et al. (2024) and World Bank Report (2002). The report estimates an average speed
of 35-40 kmph on highways in India. Allen and Atkin (2022) and Vogel et al. (2024) assign
speeds of 40 mph for highways and 20 mph for the lowest quality roads. To be consistent,
we assign speeds of 30 mph for highways, 20 mph for all-weather motorable roads, and
10 mph for all other road types7. Panel A and B of Figure 5 show the placement of high-
ways and all-weather motorable roads in 1996. We get the district boundaries of India
using the 1991 shapefiles from IPUMS International. For international gates, we obtain
geocodes of the 12 major seaports and 4 major airports in India from the web. To measure
international access of a district, we start by computing the travel time from the district’s
centroid to its nearest international gate.

Given the assumed speeds, we apply Dijkstra’s algorithm to find the shortest path
between the district’s centroid and its nearest gateway. The algorithm breaks the road
network into a set of nodes and edges, where the edges represent travel time on the road
segment between the nodes. By using the travel times as weights, and summing over
different possible routes, the algorithm finds the shortest path between origin and des-
tination points. Since both a district center and ports may not be directly connected to
a road network, we assume that a connection exists between these points to the nearest
road segment. The results from the exercise are summarized in Table 1. For the 340 dis-
tricts used in our analysis, the average and median travel times are 9.01 hours and 8.75

5Intuitively, iceberg trade cost are > 1 and capture the units of a good that need to be shipped from a
district center to a port to deliver 1 unit of the good at the port.

6We thank Treb Allen for sharing the older raw road maps of India which are no longer publicly avail-
able.

7Results of this paper are robust to changing the average speed on each road by ±5 mph.
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Figure 5: Highways and All-Weather Motorable Roads

(a) Highways (b) All-Weather Motorable

hours, respectively. The interquartile range is 7.73 hours, and the farthest district is 18.19
hours away from a port. Figure 6 shows the heat map of the districts based on their calcu-
lated travel time from international gates. Both Table 1 and Figure 6 highlight that there
is considerable variation across districts in their travel time to international gates. Fig-
ure 7 further highlights the importance of using the full road network to measure travel
costs as opposed to the geographic distance between two points. Both Bharuch and Au-
rangabad (district centroids) are roughly 170-175 miles away from Mumbai. But Bharuch
being closer to the highways takes 2.6 hours less to travel to Mumbai as compared to
Aurangabad. A reliance on geographic distances does not take into account a district’s
connectivity via different types of roads and, thus, does not capture the proximity be-
tween district pairs or between districts and international gates accurately.

Using the travel times, we compute the iceberg trade cost as follows:

TradeCostod = 1 + γ(Travel T imeod)
ρ

where o is the origin (district centroid) and d is the destination (nearest port). Following
Barnwal et al. (2024), Baum-Snow et al. (2020), and Alder (2016), we set ρ = 0.8 and
calibrate γ such that the median trade cost between any two district centers is 1.25 on the
1996 road network8. We summarize trade costs in Table 1. We obtain a median trade cost
of 1.10 which implies that a travel time of 8.75 hours to a port results in a loss of 10%
of the value shipped. The closest district to a port experiences no loss while the farthest

8The results in this paper are robust to setting γ = 0.004 as used by Baum-Snow et al. (2020). Results are
also robust to a range of γs calibrated such that the median trade cost ranges between [1.20-1.30].
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district loses 20%.

Table 1: Descriptive Statistics - International Access

Mean S.D. 25th pctile Median 75th pctile Min Max

Travel Time (in hours) 9.25 4.81 5.39 8.88 12.79 0.11 21.05
Trade Cost 1.10 0.04 1.07 1.10 1.13 1.00 1.20

# Districts 340

Figure 6: Heat Map of Travel Time across Districts

Note: The figure uses all the districts in India in 1991. Travel time is divided into 5 bands. In our analysis,
we work with a sample of 340 districts. Districts from North-East states and Jammu & Kashmir are dropped

We do not focus on railways as roads play a much larger role in the movement of
freight in India. In 2000-01, roads accounted for 61.3% of the total freight movement
(GoI). The share in non-bulk commodities is much larger. Further, as we are interested
in travel times to ports, rails in India do not offer any advantage over road network for
smaller distances, usually up to 500km (Sahu et al., 2022). Approximately, 95% of our
sample districts are under 600 km from ports. In our sample, we further drop North-East
states which are farthest from ports and more likely to rely on rails for freight.

Annual Survey of Industries: Our primary source of data on manufacturing activity
comes from the Annual Survey of Industries (ASI) conducted by the Ministry of Statistics
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Figure 7: Importance of Road Network in Measuring Travel Time

Note: Both Bharuch and Aurangabad are approximately 170-175 miles away from Mumbai. The travel time
from Bharuch to Mumbai using the road network is 7.07 hours while that of Aurangabad to Mumbai is 9.67
hours.

and Programme Implementation (MoSPI), Government of India. The ASI is a represen-
tative survey of Indian manufacturing establishments in the organized sector9. It covers
all large establishments ( ≥ 100 workers) and smaller establishments with, roughly, one-
third probability. We use annual data on sales and labor employed by establishments for
this analysis.

In terms of geographic identifiers, ASI provides a district code but withholds informa-
tion on district names. As district boundaries change over time, district names are crucial
to consistently identify a district over time. We augment the ASI data from 1987-88 to
2009-10 with consistent district identifiers using all available publications on Indian dis-
tricts released by MoSPI. Details of the exercise are provided in Appendix A.1. Our final
dataset consists of 345 districts at the 1987 district boundaries. We aggregate the ASI data
to create an industry × district panel for the manufacturing sector at the 4-digit National
Industry Classification (NIC) level of 1998.

Economic Census: A majority of India’s labor force is employed in the unorganized
sector. To get a complete picture of the manufacturing sector’s response to employment,
we use data from the Economic Census. The Economic census covers all establishments
in the organized as well as the unorganized sector. We focus on the rounds conducted in
1990, 1998, and 2005. We use the Economic Census to analyze the total number of firms

9The organized sector comprises all firms that are registered with the government under the Factories
Act of 1948. These are establishments that employ more than 10 workers and use electricity or 20 workers
and do not use electricity
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and labor employed at the industry × district level.
National Sample Survey: Our data on labor market outcomes comes from the Na-

tional Sample Survey (NSS) and Population Census of 1991. The NSS are nationally rep-
resentative household surveys conducted every five years. They provide data on employ-
ment status, industry of employment, and demographics at the individual-level. Our key
outcome variable, sectoral employment share is defined as the total employment in a sec-
tor as a share of the district’s labor force. We use NSS rounds from 1987-88, 1999-00, and
2004-0510 and aggregate each round to obtain the district-level share of labor force for
agriculture, manufacturing and services using the sample weights provided by the NSS.
For the pre-liberalization period, we supplement this data with Population Census data
from 1991. The Population Census provides district-level data on employment disaggre-
gated by industry of employment.

Tariffs: We obtain HS6 product-level tariff data from Topalova (2007) for the period
1987 to 2001. For the period 2002-05, we obtain tariff data from the UNCTAD-TRAINS
database hosted on the World Integrated Trade Solutions (WITS) portal. This combined
dataset contains tariffs for 5,045 HS6 products. Using product concordances from WITS,
we first map the HS6 product codes to ISIC Revision 3 which maps one-to-one with In-
dia’s NIC 1998 industry codes. We collapse the tariffs at the 4-digit NIC 1998 industry-
level to generate average industry tariffs. Next, we combine these industry tariffs with
India’s Input-Output Matrix of 1993-94 to derive input tariffs11. Our final dataset consists
of tariffs from 125 4-digit NIC 1998 manufacturing industries.

Migration: The primary source of migration data is the Census of India for 2001. An
individual is recorded as a migrant if the place in which she is enumerated during the
Census is different than her place of immediate last residence as recorded in the previous
Census in 1991. Publicly available data only contains the destination district and whether
the migrants’ origin is within the same state or outside. We obtain district-to-district
migration flows from Ghose (2021) that contain both the destination and the origin district
of the migrant12.

10We exclude NSS 1993-94 from our analysis as it lacks district-level identifiers.
11Input tariffs, τ ip are computed as follows: τ ipjt =

∑
i αijτit. Weights αi are the share of input i in the

total value of industry j’s output and τ is the tariff on input i in year t. Weights α are taken from India’s
Input-Output Table (1993-94) after mapping inputs to 4-digit NIC 1998 industry codes.

12We are grateful to Devaki Ghose and Kerem Coşar for generously sharing the data. This data was
originally obtained through a special agreement with the Government of India.
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4 Empirical Strategy and Results

4.1 Manufacturing Activity: Intensive Margin

The empirical strategy in this section exploits the differences in districts’ access to interna-
tional markets to identify the effects of trade liberalization on an industry’s output across
districts. The positive effects of lower input tariffs can be offset by increased competition
from lower output tariffs or supplemented with the positive effects from the disciplining
channel due to lower output tariffs. In order to measure the net effect of trade liberaliza-
tion on protection in an industry, we create the effective rate of protection (erp), as defined
by Corden (1966),

erpjt =
Output tariffjt − Input tariffjt

1−
∑

s αjs

where αjs is the share of input from industry s in the value of output of industry j. This
measure has been widely used to measure protection in industries 13. Input tariff follows,

Input Tariffjt =
∑
s

αjs ·Output Tariffst

In some specifications, we will also use both input and output tariffs separately to better
understand the channels driving the results.

We start by examining total manufacturing output and labor productivity. We use
sampling weights to aggregate establishment-level data from ASI at the district-industry-
year level. We only keep 4-digit manufacturing industries in our sample. The baseline
specification takes the form:

yjdt = β0 + β1 erpjt × Trade Costd + β2 erpjt +DMAdt +Xjd,pre δt + λjd + δt + ϵjdt (1)

Here, y is the outcome variable for industry j in district d in year t. We study two
outcome variables: (1) log of sales (output) and, (2) log of labor productivity of indus-
try j in district d, defined as the output per worker. Our sample covers the period from
1991-92 to 2004-05. We deflate sales by using industry-level Wholesale Price Index for
1993-94. erp is the effective rate of protection faced by industry j in year t. Trade Cost

measures the iceberg trade cost of moving goods between the district centroid and the
nearest international gate, using the 1996 road network. Year fixed effects, δt control for
aggregate shocks and industry-district fixed effects, λjd control for time-invariant industry-

13Specifically in the Indian context in Topalova and Khandelwal (2011)
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district unobservables. DMAdt is the domestic market access of the districts following
Donaldson and Hornbeck (2016) to control for the possibility that districts closer to the
ports have better access to domestic markets that boosts output14. Xjd,pre contains indus-
try j’s pre-liberalization level of y in district d interacted with the year fixed effect and
pre-liberalization share of an industry’s output in a district’s total output interacted with
year fixed effects. This allows the district-industry pairs to follow a different growth path
based on the initial size and importance of the industry for the district. We define the
pre-liberalization period as 1987-91. Standard errors are two-way clustered at the 4-digit
industry-year and district level.

The coefficient of interest, β1, captures the importance of international access in com-
paring output growth across districts resulting from falling effective protection within an
industry. β1 > 0 implies that for a given decline in erp, the output within an industry
grows relatively more in districts with a lower trade cost or better international access.

β1 is identified by comparing two districts within a 4-digit industry, with the same pre-
liberalization levels of outcome and facing the same erp change, but one of them is more
integrated with international markets than the other. Since our comparison is within an
industry, the endogeneity of tariff cuts is not a concern for us. Irrespective, a large liter-
ature studying India’s trade liberalization provides enough evidence that liberalization
was exogenous across industries, at least till the late 90s (Hasan et al. (2007); Varshney
(1998); Topalova and Khandelwal (2011); Goyal (1996)). A possible threat to identifica-
tion would be if any major ports were built post-1991, perhaps, in regions better suited
for future growth. This is not the case as most of the major ports were built during the
British rule to facilitate trade. The only exception is the Kamarajar port in Chennai (2002),
but since Chennai International Airport (established in the 1960s) is already included as
an international gate, excluding Kamarajar port from the analysis keeps the results un-
changed. As described below, the results are further robust to restricting the sample to
the year 2000.

The remaining potential threats arise from other changes during the sample period
that can simultaneously affect manufacturing outcomes and are correlated with the prox-
imity of a district to international gates. Tariff cuts were just one component of a broad
liberalization package. The second major reform was the automatic approval of Foreign
Direct Investment (FDI) up to 51% of a firm’s equity in several manufacturing industries.
If FDI flows are larger in districts with better international access, this can bias our results.
Using data on FDI inflows from CMIE’s CapEx database, we find that FDI flows are in-
deed highly spatially concentrated, with 55% of total FDI projects in the period 1993-2008

14See A.2 for details on the construction of DMA.
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going to 11 districts. Unsurprisingly, these are amongst the most urban districts in the
country at the time15. Some of these districts like Mumbai, Delhi, Bangalore, and Kolkata
are also port districts. We show that our results are unchanged when these high FDI
receiving districts are eliminated from the sample. This further addresses the concern
that the benefits of liberalization might accrue more to urban districts that could also be
located closer to the international gates.

Finally, a possible threat is India’s ambitious highway expansion program that was
ongoing throughout the 2000s. The first and most important is the Golden Quadrilateral
(GQ), whose construction began in 2001. GQ is a network of high-speed roads connecting
the four major cities - Delhi, Mumbai, Chennai, and Kolkata. Several papers have docu-
mented the benefits of GQ for manufacturing activity in districts along the GQ network
(Asturias et al., 2019; Ghani et al., 2016). A large part of the GQ passes through regions
that are invariably closer to international gates, as shown in Figure 8. Although GQ came
close to completion in 2006 and our sample is limited to 2004, it can bias still the results
for some later years if these districts gain due to GQ and better access to inland domestic
markets. To control for the potential bias from GQ, we show that restricting our analysis
to the pre-2001 period leaves our results unchanged. Finally, we conduct placebo tests
using the period 1987-1991 to show that our results are not driven by any pre-existing
spatial trends in the outcomes.

Results: In Table 2, we summarize the results for manufacturing output. The results
from Equation 1 are presented in Column (1). The estimate of β1 is positive and signif-
icant. This shows for a given decline in the effective rate of protection in an industry,
districts with better international access witnessed higher output growth. In particular,
the coefficient implies that for a 10 pp decline in erp, reducing the trade cost by the me-
dian value of 0.1, leads to 2.56% (= 2.564× (1− 1.1)×−10) larger output. This confirms
that international access is important in the regional distribution of gains from trade lib-
eralization. In Columns (2)-(6), we add a host of controls to the baseline specification to
check the robustness of our estimate.

In Column (2), we restrict our sample to 2000, the pre-GQ period. In Column (3), we
exclude the 11 districts with 55% FDI share from our sample. In Column (4), we con-
trol for state-year fixed effects to account for state-level policy variations. This controls
for state-specific policies that might differ over time on important matters such as la-
bor laws, that could potentially affect manufacturing outcomes. In Column (5), we add
industry-year fixed effects to account for any industry-level shocks, such as de-licensing

15These districts are Delhi, Mumbai, Bangalore, Kolkata, Chennai, Hyderabad, Pune, Gurgaon, Ghazi-
abad, Chengalpattu, and Thane
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Figure 8: Golden Quadrilateral

Note: Figure shows the placement of GQ. Large parts of GQ pass through coasts and connect to Delhi.

of an industry. This fully absorbs the coefficient on erp but our coefficient of interest, β1,
is still estimated. Finally, to address the possibility of the results being driven by pre-
existing trends in industry-district output, we control for the average output growth of
an industry-district pair in the pre-liberalization period interacted with year-fixed effects
in Column (6). The results in Table 2 indicate that our estimates of β1 stay positive, sta-
tistically significant and stable across specifications. Economically, for a 10 pp decline in
the effective rate of protection, the causal effect on output of reducing trade cost by the
median ranges from 2.19% to 3.03%. From 1990 to 2005, erp declined on average by 98 pp.
Using our baseline estimate, this implies that better international access at the median,
led to on average a 25.1% higher manufacturing output in an industry with the average
erp decline relative to an industry with no change in protection.

As a separate exercise, we conduct a falsification test by estimating Column (4) of
Table 2, with all the baseline controls and state-year fixed effects, for the pre-liberalization
period, i.e., from 1987 to 1991. The results are reported in Column (1) of Table 4 and show
that no significant pre-liberalization trends are driving our main results. We also allow
our main results to be semi-parametrically estimated in international access. We split the
trade costs into quintiles. We find that relative to the 5th quintile (farthest from ports),
all the quintiles gain more, with gains monotonically increasing in reduced trade costs
(Figure 9).
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To understand if the output or input tariff reductions matter more for the spatial effects
of trade liberalization as seen above, we run our baseline specification with input and
output tariffs separately in Table 5. Column (1) shows that for the period of 1990-2005,
districts with lower trade costs gained more primarily due to declining output tariffs.
This implies that pro-competition effects are stronger than the intermediate input chan-
nel. This is slightly in contrast to the previous literature documenting stronger aggregate
positive effects from the import channel (Topalova and Khandelwal (2011); Goldberg et
al. (2010a)). To dig deeper, we restrict our sample to 1998 to closely resemble the time
period used in these studies. The results from the curtailed sample align with the litera-
ture. Column (2) shows that, indeed, the input channel is much stronger and significant
during the first phase of liberalization, even spatially. Thus, our evidence points out that
during the 15 years of our sample, both input and output tariffs matter for diverse re-
gional gains, with input tariffs being more important in the early years of liberalization
and output tariffs becoming more important later.

Lastly, to address any concerns regarding the effects coming from specific years, we
show the dynamic effects of trade liberalization in Figure 10. We take 1992 as the year of
the liberalization. A small caveat with this choice is that while most industries saw major
tariff declines in 1992, some saw delayed cuts beginning mid-90s. With that in mind, the
results confirm that districts with lower trade costs experience additional manufacturing
gains from 1993 onward and the gains are persistent for 10 years afterwards.

Next, we summarize our results for labor productivity in Table 3. Column (1) is the
baseline specification where we further control of industry’s pre-liberalization level of
labor productivity in the district interacted with year fixed effects. The point estimates
show that for a 10 pp decline in an erp, median reduction in trade cost between a district
centroid and the nearest port leads to 1.48% increase in labor productivity. In Columns (2)
to (6), we repeat the robustness checks undertaken in Table 2 for output and find that our
effect size is stable and significant across specifications. Given the average erp decline of
98 pp from 1990-2004, better international access at the median, leads to on average 14.5%
higher labor productivity. Thus, we find substantial evidence that the benefits of trade
liberalization for a country’s manufacturing sector are unequally distributed in space,
with international access playing a crucial role.

Column (2) of Table 4 shows the results from the falsification test for pre-trends in la-
bor productivity. Again, we find no evidence of any significant pre-liberalization trends.
Semi-parametric estimation in Figure 9, further, shows that the gains from reduced pro-
tectionism are monotonically increasing with decreasing trade cost bands.

19



Table 2: International Access and Manufacturing Output

Log Output

(1) (2) (3) (4) (5) (6)

erp -2.564*** -2.192*** -3.034*** -2.454*** - -2.407***
(0.721) (0.673) (0.705) (0.677) (0.855)

erp× Trade Cost 2.443*** 2.094*** 2.878*** 2.345*** 2.334*** 2.295***
(0.670) (0.626) (0.654) (0.627) (0.612) (0.794)

Observations 70,517 52,181 62,860 70,517 70,505 54,546
R-squared 0.776 0.802 0.772 0.779 0.785 0.774

District-Industry FE Y Y Y Y Y Y
Year FE Y Y Y N N Y
State-Year FE N N N Y N N
Industry-Year FE N N N N Y N

Note: The dependent variable is the log of real sales of industry j in district d. erp is the effective rate of
protection faced by the industry in year t. Trade Cost measures the iceberg trade cost between a district’s
centroid and its nearest port. Column (2) restricts the period of analysis up to the year 2000 to exclude the
effects of the GQ highway. Column (3) drops the 11 districts that received most of the FDI during 1993-2008.
Column (4) includes state-year fixed effects. Column (5) includes industry-year fixed effects. Column (6)
controls for the average growth in output for industry j in district d during 1987-91 interacted with year
fixed effects. Standard errors are two-way clustered at the 4-digit industry-year and district level. The
sample consists of 101 4-digit industries across 337 districts. ***, **, * show significance at 1%, 5%, and 10%,
respectively.

Figure 9: Semi-Parametric Estimates of Trade Cost

(a) Real Output (b) Labor Productivity

Note: This figure reports the results from a semi-parametric estimation of Equation 1. Trade Cost is divided
into quintiles. Each point estimate represents the additional effect on output/labor productivity for the i’th
quintile relative to the 5th quintile for a 10 pp decline in erp.
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Table 3: International Access and Manufacturing Labor Productivity

Log Labor Productivity

(1) (2) (3) (4) (5) (6)

erp -1.482*** -0.952** -1.537*** -1.523*** - -1.467***
(0.402) (0.386) (0.446) (0.435) (0.464)

erp× Trade Cost 1.384*** 0.889** 1.440*** 1.425*** 1.473*** 1.357***
(0.376) (0.360) (0.414) (0.407) (0.358) (0.434)

Observations 64,785 46,433 57,716 64,785 64,774 50,106
R-squared 0.638 0.684 0.642 0.641 0.657 0.635

District-Industry FE Y Y Y Y Y Y
Year FE Y Y Y N N Y
State-Year FE N N N Y N N
Industry-Year FE N N N N Y N

Note: The dependent variable is the log of labor productivity of industry j in district d. Labor productivity
is obtained by dividing real sales of industry j in district d by the total labor employed by j in d. erp is
the effective rate of protection faced by the industry in year t. Trade Cost measures the iceberg trade cost
between a district’s centroid and its nearest port. Column (2) restricts the period of analysis up to the year
2000 to exclude the effects of the GQ highway. Column (3) drops the 11 districts that received most of
the FDI during 1993-2008. Column (4) includes state-year fixed effects. Column (5) includes industry-year
fixed effects. Column (6) controls for the average growth in output for industry j in district d during 1987-
91 interacted with year fixed effects. Standard errors are two-way clustered at the 4-digit industry-year and
district level. The sample consists of 101 4-digit industries across 337 districts. ***, **, * show significance at
1%, 5%, and 10%, respectively.
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Table 4: Placebo Test: International Access and Manufacturing Activity

Output Labor Productivity

(1) (2)

erp 0.300 0.806
(1.019) (0.739)

erp× Trade Cost -0.421 -0.812
(0.933) (0.677)

Observations 23,284 23,250
R-squared 0.778 0.722

District-Industry FE Y Y
State-Year FE Y Y

Note: The dependent variable in Column (1) is real sales and in Column (2) is labor productivity. Labor
productivity is obtained by dividing real sales of industry j in district d by the total labor employed by j
in d. The dependent variables are in logs. erp is the effective rate of protection faced by industry j in year
t. Trade Cost measures the iceberg trade cost between a district’s centroid and its nearest port. Standard
errors are two-way clustered at the 4-digit industry-year and district level. The sample covers the pre-
liberalization period of 1987-91 and consists of 101 4-digit industries across 337 districts. ***, **, * show
significance at 1%, 5%, and 10%, respectively.

Table 5: Disentangling the Effects of Input and Output Tariffs - Output

Log Output

(1) (2)

Input Tariff × Trade Cost 0.485 12.329***
(4.537) (3.841)

Output Tariff × Trade Cost 4.941*** 0.750
(1.795) (1.420)

Observations 69,680 40,245
R-squared 0.776 0.838

District-Industry FE Y Y
Year FE Y Y

Note: The dependent variable is log of real sales. Column (1) contains results from the entire sample run-
ning from 1991 to 2004 while Column (2) restricts the sample to 1991-97. Output Tariff is computed by
aggregating HS6 product-level tariffs to 4-digit NIC 1998 industry-level. Input Tariff is computed using the
Input-Output Table of 1993-94 published by the Government of India. Trade Cost measures the iceberg trade
cost between a district’s centroid and its nearest port. Standard errors are two-way clustered at the 4-digit
industry-year and district level. The sample consists of 101 4-digit industries across 337 districts. ***, **, *
show significance at 1%, 5%, and 10%, respectively.
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Figure 10: Dynamic Spatial Effects of Trade Liberalization

Note: The figure reports the estimates from the dynamic estimation of the importance of internal trade
cost. The dependent variable is log of real sales of industry j in district d. Each point shows the additional
change in manufacturing output for a 10% (median) decline in trade cost, in year t relative to 1991, along
with the 95% confidence interval. Controls include the industry-district size in 1991 and industry share in
district’s total output in 1991 interacted with year fixed effects. Additionally, district-industry fixed effects
and state-year and industry-year fixed effects are included. The sample drops 11 highly urban and FDI
receiving districts. Standard errors are two-way clustered at industry-year and district level.
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4.2 Manufacturing Activity: Extensive Margin

In order to study the impact on total number of firms and total employment, we rely on
data from the Economic Census (EC) of India. We use data from three rounds of Economic
Census 1990, 1998, and 2005. Unlike ASI, which surveys only the formal sector firms,
EC surveys all establishments in the country and provides a more complete picture of
total firms and workers. The inclusion of informal firms in the analysis is crucial as even
though they account for under 20% of the total manufacturing output, they employ over
80% of the manufacturing workforce in India (World Bank Blogs, 2015). Excluding them
from the analysis will drastically reduce the actual number of firms and labor employed.
The key variables that we use from EC are a firm’s district, number of employees, and
4-digit industry code. The estimation strategy is similar to Equation 1. We estimate the
following specification:

yjdt = β0 + β1erpjt × Trade Costd + β2erpjt +DMAdt +Xjd,preδt + λjd + δt + ϵjdt (2)

where y is the outcome of interest that includes (log) number of firms and (log) total
labor in industry j district d in year t. A positive sign on β1 indicates that districts with
better international access gained relatively more in terms of number of manufacturing
firms and/or manufacturing sector labor. As in Section 4.1, we include year and industry-
district fixed effects. Xjd,pre contains a district-industry pair’s pre-liberalization outcome,
y, interacted with the year fixed effects. We weigh the regressions using the 1990 (log)
total labor for an industry-district pair. Standard errors are two-way clustered at the 4-
digit industry-year and district level.

We present the results for the number of firms and labor separately in Tables 6 and 7,
respectively. Column (1) in Table 6 shows the results from Equation 2. In the baseline,
we interact industry-district pair’s 1990 level of number of firms with year fixed effects
to to allow for the fact the growth in the number of firms might respond to the initial
level. The coefficient on β1 is positive and significant at the 1% level. Specifically, for a
10 pp decline in erp in an industry, reducing trade cost by 10% leads to an increase in
the number of firms by 2.38%. Columns (2) drops 2005 census from the data (pre-GQ).
Column (3) drops 11 high FDI inflow districts. Column (4) adds state-year fixed effects
and further includes the pre-liberalization level of district-industry output times the year
fixed effect as additional control 16. Column (5) adds to Column(4), the industry-year

16This control is from the ASI data. Since the variable fundamentally reflects total economic activity
where formal firms account for a very large share, unavailability of informal activity information is not a
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fixed effect and removes the state-year fixed effect. The impact of international access
stays consistently positive and significant. For the average decline in erp of 98 pp during
the sample period, our estimates indicate a relative increase in the number of firms by
23.32% in districts with lower trade cost by the median.

Table 6: International Access and Number of Manufacturing Firms

Log Number of Firms

(1) (2) (3) (4) (5)

erp -2.386*** -1.848*** -2.033*** -1.781*** -
(0.552) (0.606) (0.540) (0.543)

erp× Trade Cost 2.178*** 1.755*** 1.855*** 1.625*** 2.613***
(0.504) (0.565) (0.493) (0.504) (0.506)

Observations 64,604 41,008 62,348 64,604 64,604
R-squared 0.822 0.910 0.819 0.824 0.860

District-Industry FE Y Y Y Y Y
Year FE Y Y Y N N
State-Year FE N N N Y N
Industry-Year FE N N N N Y

Note: The dependent variable is the log of total number of firms in industry j in district d. erp is the effective
rate of protection faced by the industry in year t. Trade Cost measures the iceberg trade cost between a
district’s centroid and its nearest port. Column (2) restricts the period of analysis up to the year 1998 to
exclude the effects of the GQ highway. Column (3) drops the 11 districts that received most of the FDI
during 1993-2008. Column (4) includes state-year fixed effects and initial district-industry size controls
interacted with year fixed effect. Column (5) includes industry-year fixed effects. Standard errors are two-
way clustered at the 4-digit industry-year and district level. The sample consists of 98 4-digit industries
across 338 districts. ***, **, * show significance at 1%, 5%, and 10%, respectively.

We find very similar patterns for total labor in manufacturing. In the baseline, we in-
teract industry-district pair’s 1990 level of total labor with year fixed effects to allow for
the fact that growth in labor might be related to the initial labor size. For a 10 pp reduc-
tion in erp, the point estimates imply an increase in total manufacturing labor employed
by 3.9%. Results are robust to the tests performed for total firms as shown in Columns (2)
to Column (5) of Table 7. These results show a faster reallocation of labor, within manu-
facturing, towards sectors with a larger decline in protection, in districts with lower trade
costs. Overall, for the average decline in erp of 98 pp in our sample period, reduction in
trade cost by the median value leads to, on average, a 38.2% increase in total labor in an
industry with the average decline in erp, relative to an industry with no change in erp.

major concern.
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While EC offers several advantages over ASI in terms of coverage, the one caveat is
that we can no longer perform a pre-trend test. EC data is not digitized prior to 1990.
Causal interpretations of results in this section should therefore be approached with ap-
propriate caution. However, the inclusion of 1990-level district-industry outcomes inter-
acted with year fixed effects does strengthen the assumption that results in this section
are not driven by pre-existing trends in number of firms and total labor.

Table 7: International Access and Manufacturing Employment

Log Employment

(1) (2) (3) (4) (5)

erp -3.917*** -3.168*** -3.507*** -2.437*** -
(0.643) (0.758) (0.596) (0.597)

erp× Trade Cost 3.599*** 2.992*** 3.219*** 2.245*** 4.137***
(0.584) (0.702) (0.539) (0.553) (0.584)

Observations 64,602 41,004 62,346 64,602 64,602
R-squared 0.795 0.880 0.788 0.799 0.829

District-Industry FE Y Y Y Y Y
Year FE Y Y Y N N
State-Year FE N N N Y N
Industry-Year FE N N N N Y

Note: The dependent variable is the log of total labor hired in industry j in district d. erp is the effective rate
of protection faced by the industry in year t. Trade Cost measures the iceberg trade cost between a district’s
centroid and its nearest port. Column (2) restricts the period of analysis up to the year 1998 to exclude the
effects of the GQ highway. Column (3) drops the 11 districts that received most of the FDI during 1993-2008.
Column (4) includes state-year fixed effects and initial district-industry size controls interacted with year
fixed effect. Column (5) includes industry-year fixed effects. Standard errors are two-way clustered at the
4-digit industry-year and district level. The sample consists of 98 4-digit industries across 338 districts. ***,
**, * show significance at 1%, 5%, and 10%, respectively.

In Figure 11, we show the semi-parametric estimates from the baseline regression in
Equation 2 with trade cost divided into quintiles. Additional gains in labor are monotoni-
cally increasing in reduced trade costs. This is, however, not the case for number of firms.
While districts sufficiently closer to the international gates gain more, the additional gains
disappear if the district is sufficiently closer to the farthest quintile. Thus, while gains in
output and productivity are monotonic in reduced trade costs, additional gains in num-
ber of firms are clustered closer to international gates. This is intuitive, theoretically, as
land is a fixed factor and increased demand for land closer to the gates can drive up rents.
The benefits of moving closer to gates can outweigh the increased rents up to a certain
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threshold of trade cost. Beyond the threshold, in districts with better international access
as compared to the farthest districts, existing firms still gain in terms of output, but higher
rents can hamper new firm entry.

Figure 11: Semi-Parametric Estimates of Trade Cost

(a) Number of Firms (b) Total Labor

Note: This figure reports the results from a semi-parametric estimation of Equation 2. Trade Cost is divided
into 5 quintiles. Each point estimate represents the additional effect on the number of firms/labor for the
i’th quintile relative to the 5th quintile for a 10 pp decline in erp.

4.3 Structural Change

Our firm-level analysis provides strong evidence of relatively larger benefits in manufac-
turing sector activity, from trade liberalization, accruing to regions with better interna-
tional access. In this section, we examine whether the local labor market responses are
also impacted by the proximity to international gates. Using data from multiple rounds
of the NSS and the Population Census, we assemble a dataset on district-level shares of
labor force employed in agriculture, manufacturing, and services17 for the years 1987-88,
1991, 1999-2000, and 2004-05. We summarize our key outcome variables in Table 8 below.
During this period, there is an overall decline in the share of labor force in agriculture
accompanied by an increase in the share of manufacturing and services.

We estimate the following equation:

ykdst = β0 + βk Trade Costd × Postt +Xk
d,pre δt +Xdt + γd + δt + ϵdt (3)

Here, yk is the share of labor force in district d, state s and year t employed in sec-
tor k, where k ∈ {agriculture, manufacturing, services}. Trade Cost measures the iceberg
trade cost between district d’s centroid and its nearest port. Post is a dummy variable
for the post-liberalization period and takes the value 1 for 1999-2000 and 2004-05 and 0

17We include non-tradeable services like construction in our classification of the service sector.
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Table 8: Descriptive Statistics: Sectoral Employment Shares

Median Mean

Pre Post Pre Post

Agriculture 0.74 0.61 0.68 0.58
Manufacturing 0.07 0.08 0.09 0.11
Services 0.17 0.27 0.20 0.29

#Districts 340

Note: Pre period is defined as the year 1991. Post year refers to the average across 1999-00 and 2004-05.
Employment shares are defined as the total employment in sector k as a share of the district’s labor force.

for 1991. Xk
d,pre is a vector of a district’s pre-liberalization characteristics like (log) popu-

lation, the share of females, primary educated population, working-age population, the
share of population residing in urban areas, and average ruggedness18. We interact these
district-level baseline characteristics with year fixed effects to allow districts differing in
terms of initial characteristics to have different effects on sectoral employment shares due
to trade liberalization. We also control for the share of labor force employed in sector k

in 1991 times year fixed effects to allow for correlations between initial sector size and
future employment shares. Xdt controls for time-varying district characteristics like do-
mestic market access, annual rainfall, and annual rainfall squared19. Rainfall accounts for
supply-side shocks in agriculture that could affect sectoral employment shares across dis-
tricts differentially in any given year. γd controls for district fixed effects and δt controls
for year fixed effects. We cluster standard errors at the district-level and weigh the regres-
sions by the district’s 1991 (log) population. The labor force in our sample is comprised
of all individuals aged 15-59.

The coefficient of interest βk measures the causal effect of proximity to an interna-
tional port on a district’s employment share in sector k, on average, post-trade liberaliza-
tion. βk < 0 implies that trade liberalization increases the employment share of sector
k as international access improves (reduction in trade cost). Since manufacturing activ-
ity increased more in districts closer to international gates than those further away, we
expect β < 0 for manufacturing and β > 0 for agriculture. Since wages in the manufac-
turing sector are generally higher than in agriculture, a larger growth in manufacturing
employment in districts closer to the ports implies a greater share of people working in

18Demographic characteristics are computed from the Population Census of 1991 and data on ruggedness
is taken from Asher et al. (2021).

19We use Indian Meteorological Department’s grid-level data on daily rainfall to compute total rainfall
received by district d in year t.
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higher-wage sectors. Under the assumption of non-homothetic preferences, the demand
for services should rise faster in districts closer to ports leading to, potentially, a greater
increase in service employment (β < 0).

In this setup, βk is identified by comparing the effects of trade liberalization on dis-
tricts with similar observable characteristics but different international access. Any threat
to identification would arise if factors that affect a district’s sectoral employment share
are correlated with the district’s international access. We identify three potential threats
to identification in our setup. First, βk would be biased if a district’s exposure to trade
liberalization is correlated with its international access. For instance, if districts near ports
systematically have a larger presence of industries that experienced greater tariff cuts dur-
ing trade liberalization, we might be overestimating the effect of international access for
structural change. To eliminate this possibility, we control for a district’s tariff exposure
based on its industrial composition of 1991 following Topalova (2007)20. Other threats
include increased FDI in districts with better international access and the launch of the
GQ construction in 2001, discussed in detail in Section 4.1. Both channels can lead to
upward bias in the estimates. We show that the results are robust to dropping high FDI
districts from the sample (this also accounts for any effects driven by highly urban dis-
tricts as these are also the most urban districts in India) and to restricting the post period
to 1999-2000 (pre-GQ) only.

Results: We summarize our results from Equation 3 in Table 9. We begin by exam-
ining the results for agriculture in Panel (A). Column (1) contains the estimates from the
baseline specification. We find that districts with better international access experience a
greater decrease in agriculture employment share due to trade liberalization. Specifically,
comparing a district at the median of the trade cost distribution (1.10) to a district with
the least trade cost (1.00), we find a 4.24 pp greater decline in agriculture employment
share due to trade liberalization at the least trade cost district (0.424× 100× (1.10− 1.00)).
In Columns (2)-(4), we address the threats to identification discussed above. In Column
(2), we add a control for districts’ tariff exposure from trade liberalization. In Column
(3), we drop the 11 districts that received the highest FDI projects during the period of
our analysis. In Column (4), we restrict our post period to 1999-00. In Column (5) we
add state-year fixed effects to the specification in Column (2) for additional robustness.
This is important because states may have varying labor laws and different timelines for
implementation, which can affect the reallocation of labor across sectors. Our effect size
is stable across specifications and ranges between 3.10 and 4.26 pp for a median reduction
in trade cost across districts.

20Construction of this measure is discussed in Appendix A.3.
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Table 9: International Access and Sectoral Employment Shares

(1) (2) (3) (4) (5)

Panel (A): Agriculture

Trade Cost× Post 0.424*** 0.426*** 0.404*** 0.325** 0.310**
(0.122) (0.122) (0.121) (0.158) (0.128)

Panel (B): Manufacturing

Trade Cost× Post -0.239*** -0.241*** -0.212*** -0.224*** -0.159***
(0.059) (0.059) (0.056) (0.072) (0.060)

Panel (C): Services

Trade Cost× Post -0.273*** -0.269*** -0.244** -0.230* -0.183*
(0.100) (0.101) (0.098) (0.125) (0.106)

Observations 1,019 1,019 986 678 1,010

District FE Y Y Y Y Y
Year FE Y Y Y Y N
State-Year FE N N N N Y

Note: The dependent variable is the share of the labor force in a district employed in sector k. Trade Cost
measures the iceberg trade cost between a district’s centroid and its nearest port. Post is an indicator variable
equal to 1 if the year is 1999-00 or 2004-05 and 0 if the year is 1991. Column (2) controls for district-level
exposure to tariffs in year t. Column (3) drops the 11 districts that received most of the FDI (and most
urban) during 1993-2008. Column (4) restricts the post-period to 1999-00 to exclude the effects of the GQ
highway. Column (5) includes state-year fixed effects. The sample consists of 340 districts. Standard errors
are clustered at the district level. ***, **, * show significance at 1%, 5%, and 10%, respectively.
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Panel (B) summarizes the results for the manufacturing sector. The point estimates of
β are negative and highly significant. In Column (1), a median reduction in trade cost
across districts leads to a 2.39 pp increase in the share of manufacturing employment
on average due to trade liberalization. Consistent with our previous estimates, stronger
gains in manufacturing activity in districts closer to international gateways indeed trans-
late into a greater increase in the manufacturing employment share in these districts.
Considering all specifications, the effect size ranges between 1.59 to 2.41 pp for a me-
dian reduction in trade cost across districts. These effects are smaller than the decline in
agriculture shares which indicates some reallocation towards services.

In Panel C, we examine the service sector. The baseline point estimate shows a sig-
nificant increase of 2.73 pp in service share of employment due to trade liberalization for
a median reduction in trade cost across districts. This is in line with the non-homothetic
preferences hypothesis that higher incomes lead to increased demand for services. The
effects for services fall within the range of 1.83 to 2.73 pp. Overall, we find evidence for a
strong positive role of international access in facilitating structural change, due to a large
trade liberalization episode. To confirm that these effects are not driven by pre-trends
in employment shares, we conduct a placebo test using data from pre-liberalization pe-
riods of 1987-88 and 1991. We estimate Equation 3 by assigning 1991 as the treatment
year (Post = 1) and 1987-88 as the control year (Post = 0). Results in Table 10 indicate
that coefficients are in the opposite direction and not statistically significant for all three
sectors.

Table 10: Placebo Test: International Access and Sectoral Employment Shares

Agriculture Manufacturing Services

(1) (2) (3)

Trade Cost× Post′ -0.121 0.055 0.125
(0.206) (0.085) (0.148)

Observations 674 674 674

District FE Y Y Y
State-Year FE Y Y Y

Note: The dependent variable is the share of the labor force in a district employed in sector k. Trade Cost
measures the iceberg trade cost between a district’s centroid and its nearest port. Post’ is an indicator
variable equal to 1 if the year is 1991 and 0 if the year is 1987-88. The sample consists of 337 districts.
Standard errors are clustered at the district level. ***, **, * show significance at 1%, 5%, and 10%, respectively.

Benchmarking the importance of international access: In order to understand the
economic importance of our estimates for structural transformation, we conduct a simple
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exercise. We categorize each district as below or above-median based on its trade cost.
We re-run specification (3) but with travel time now divided into 2 groups as,

ykdst = β0 + βkBelow Mediand × Postt +Xk
d,pre δt +Xdt + γd + ηst + ϵdt (4)

where Below Median takes the value 1 if the district is below the median in the distri-
bution of trade costs, and 0 otherwise. In essence, we are running the specification with
all the pre-liberalization controls, geographic controls, tariff exposure of districts, domes-
tic market access, and state-year fixed effects. The estimates of βk give us the average
additional change in employment share in sector k, in below-median trade cost districts
relative to the above median, due to trade liberalization. We use these estimates to exam-
ine how much of the overall additional change in the below-median districts is explained
by the proximity to international gates. Throughout the exercise, we try to be conser-
vative in our analysis. Apart from using the specification with all the controls discussed
above, we further use the lower bound from the 95% confidence intervals (CI) of the point
estimates of βk. The results are presented in Table 11.

Table 11: Benchmarking Exercise for Structural Change Estimates

Agriculture Manufacturing Services

(1) (2) (3)

Below Median× Post -0.032*** 0.013** 0.020**
(0.010) (0.005) (0.009)

Observations 1,010 1,010 1,010
95% C.I. [-0.053, -0.011] [0.003, 0.023] [0.003, 0.037]

District FE Y Y Y
State-Year FE Y Y Y

Note: The dependent variable is the share of the labor force in a district employed in sector k. Below Median
is an indicator variable for a district with below median Trade Cost. Post is an indicator variable equal to 1 if
the year is 1990-00 or 2004-05 and 0 if the year is 1991. The sample consists of 337 districts. Standard errors
are clustered at the district level. ***, **, * show significance at 1%, 5%, and 10%, respectively.

As expected, the additional effects on the share of labor employed in agriculture are
negative and significant, and the additional effects on the share of labor in manufacturing
and services are positive and significant. In data, the overall additional decline in the
share of labor force in agriculture from the pre- to the post-period in the below-median
districts relative to the above-median districts is 0.96 pp. The lower bound of the 95% CI
for agriculture, 1.1 pp explains 120% of the overall additional decline in the below-median

32



districts. This corresponds to 2.02 million people and thus, better international access
can explain, at least, an additional 2.02 million people leaving agriculture in the below-
median districts. Similarly, the lower bound of the 95% CI for manufacturing explains
76% of the observed additional increase in the share of labor force in the manufacturing
sector. This translates to an additional 0.5 million people. Thus, better international access
can explain over a million additional jobs created in the manufacturing sector in districts
with below-median trade cost. In the service sector, the lower bound explains roughly
16% of the additional increase in the share of labor force in services in the below-median
districts. This corresponds to roughly 0.45 million additional service jobs in the below-
median districts due to better international access.

4.4 Internal Migration

Migration is an important channel for reducing spatial disparities in income and opportu-
nities. India is characterized by a low rate of inter-district migration. As per the 2011 cen-
sus, the bulk of the movement is within a district (62%). Inter-district movement within
a state is a further 26% and only 12% of the movement is inter-state (World Bank Blog,
2019)21. We have established that districts more integrated with world markets create
more opportunities in the modern sectors following India’s trade liberalization. Using
the 2001 census data, we test whether, post liberalization, the migration inflow is larger
into districts with lower trade costs and outflows are larger from districts with higher
trade costs. We estimate the following equation using the Poisson Pseudo Maximum
Likelihood procedure (PPML):

MigF lowds,os′ = β0 + β1Trade Costd + β2Trade Costo + β3Travel T imedo

+ α1Ldo +Xd +Xo + ηss′ + ϵds,os′ (5)

where MigF low is the stock of migrants in destination district d in state s from origin
district o in state s′. TradeCostd and TradeCosto are the trade costs of destination and ori-
gin districts, respectively. Travel T imedo is the travel time (in hours) between the districts
and Ldo is the probability that people in districts d and o speak the same mother tongue,
and thus can communicate more easily. X contains pre-liberalization characteristics like
(log) population and (log) mean night light intensity of destination and origin districts.
Night light intensity is a proxy for district’s GDP and controls for the fact that migration

21These findings have been confirmed by Ghose (2021) who shows that migration is reducing in distance
and state borders are important barriers.
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inflows (outflows) might be larger in more (less) developed districts. ηss′ is the destina-
tion state-origin state fixed effect that accounts for any state-to-state specific migration
costs. We restrict the sample to people who migrated in the last 10 years (1991-2001) to
avoid commenting on any pre-liberalization flow patterns. Standard errors are clustered
at the destination state-origin state level.

Our coefficients of interest are β1 and β2. A negative sign on β1 shows that controlling
for the bilateral distance, common language, population, GDP, and state pair fixed effects,
the inflow of migrants is higher in districts with low trade costs. Similarly, we expect a
positive coefficient on β2 indicating a higher outflow from districts less integrated with
world markets. Results are shown in Table 12. We obtain a negative and significant esti-
mate of β1 and a positive and significant estimate of β2, confirming our hypothesis. Thus,
migration inflows (outflows) are larger for districts that gain more (less) from trade lib-
eralization. As expected, the coefficient on bilateral travel time is negative, and common
language share is positive.

Table 12: Migration between districts post liberalization

Migrants

(1)

TradeCostd -7.611***
(2.142)

TradeCosto 5.332**
(2.210)

Travel T imedo -0.151***
(0.020)

Ldo 0.236
(0.345)

Observations 118,523
Dest-Orig State FE Y

Note: The independent variable is the stock of migrants. Controls include (log) population of 1991 and (log)
mean night light intensity of 1994 (first available data point) of destination and origin districts. Standard
errors are clustered at the destination state-origin state level. ***, **, * show significance at 1%, 5%, and 10%,
respectively.

We, therefore, document a new fact about migration in India. While migration flows
across districts might be low, the post-trade liberalization inflows are larger in districts
with low trade costs and outflows are larger from districts with high trade costs.
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5 Conclusion

This paper examines a large-scale trade reform to highlight the crucial role of internal
geography for regional structural transformation, in the presence of high internal trade
costs. Focusing on India’s 1990s trade liberalization, our findings indicate that regions
with better access to international markets, via international ports, experienced signif-
icantly stronger growth in the manufacturing sector. These uneven gains facilitated a
greater reallocation of labor from agriculture to manufacturing and services in regions
with better international access. Notably, these differential effects persist over a long pe-
riod, spanning up to 15 years following trade liberalization. In future work, we plan
to estimate the implications of internal trade costs on welfare and regional inequality
through the lens of a quantitative spatial model.
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A Data Appendix

A.1 Methodology to obtain district identifiers in ASI data

This section provides details of the matching exercise undertaken to augment district
identifiers to the ASI data from 1987-88 to 2009-10. We begin by collecting all available
publications of MoSPI on district codebooks for the period of our ASI sample. This in-
cludes the district codebooks released for ASI 2009-10, the Economic Census (EC) of 2005,
1998, and 1990, and the National Sample Surveys (NSS) of 2004-05, 1999-2000, 1993-94
and 1987-88.

The first step involves identifying which publications out of the above-mentioned can
be used as a valid codebook for the ASI rounds in our sample. To do this, we perform
string matching algorithms over successive codebooks going backwards in time, i.e., we
match ASI 2009-10 to EC 2005, EC 2005 to NSS 2004-05, and so on. This helps in iden-
tifying the years in which MoSPI changed the codebooks. We find that codebooks are
identical for ASI 2009-10, EC 2005, and NSS 2004-05. The district nomenclature changes
in NSS 1999-2000 and is identical across EC 1998 (except for the 3 states) and NSS 1993-94.
Next, changes occur for EC 1990 and NSS 1987-88. To sum up, district nomenclatures in
ASI are expected to be different for the periods 1987-90, 1990-93, 1993-2000, and 2000-04,
2004-10. This is further strengthened by examining the changes in the state codebooks
available for each round of ASI. Inspection of ASI state codebooks reveals that state codes
were similar from 1987-90, 1990-2000, and 2000-10. Combining the two, we obtain the fol-
lowing bands: (i) ASI 2009-10 codebook applies to ASI 2000-10; (ii) a combined codebook
of NSS 1999-00 and EC 1998 applies to ASI 1993-2000; (iii) EC 1990 codebook applies to
ASI 1990-93; and (iv) NSS 1987-88 codebook applies ASI 1987-90.

Next, as district boundaries change over time, we need to create a concordance across
these codebooks so that district boundaries are consistent over the period 1987-2010. To
do so, we use the codebook of EC 1990 as the basefile and construct a concordance of
all district codebooks from 1990-2009 with district EC 1990. We use a string-matching
algorithm that matches two codebooks on common district names. We manually inspect
and match all districts that are matched with a similarity score ¡ 90%. As district bound-
aries change over time, to ensure that the district codes in the concordance consistently
represent the district boundaries that existed in 1990, we undertake the following process:

• If a new district was carved out of one parent district, we map the new district to
the code of the EC 1990 parent district. For example, in ASI 2009-10 [2723] Mumbai
Suburban was carved out of the EC 1990 district [1401] Greater Mumbai. We map
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[2723] Mumbai Suburban in ASI 2009-10 to [1401] Greater Mumbai in EC 1990.

• If a new district is carved out of multiple parent districts, we aggregate all parent
districts and assign them the code of the parent with the smallest code in EC 1990.
For example, in ASI 2009-10 [0318] Mohali was formed by combining parts of EC
1990 districts [2008] Roopnagar and [2009] Patiala. We aggregate Roopnagar and
Patiala in EC 1990 and code the aggregated district as [2008]. We map [0318] Mohali
in ASI 2009-10 to [2008] aggregated Roopnagar in EC 1990.

Lastly, we map the codebooks from 1987-90 to EC 1990 such that the district boundaries
are representative of the 1987 level. This exercise yields 345 unique districts at 1987 ad-
ministrative boundaries. We then apply these concordances to the ASI rounds so that
each district in an ASI round gets mapped to a district in 1987. As a result, we are able to
consistently identify districts across all rounds of ASI from 1987-88 to 2009-10.

A.2 Domestic Market Access

Following Donaldson and Hornbeck (2016), we compute a first-order approximation of
domestic market access of a district as follows:

DMAdt =
∑
d′ ̸=d

TradeCost−θ
dd′Nd′t

where, d is the origin district and d′ is the destination district. Trade Cost is the iceberg
trade cost of shipping a good from d to d′ and N is the population of the destination
district d′. As annual population data is not available, we use district populations from
the 1991 and 2001 Population Censuses and derive the compounding annual growth rate
to predict populations for 1987-2005. θ is the trade elasticity which is assumed to be
1.5 following Vogel et al. (2024). During the period of our analysis, there are no major
changes to the Indian road network, so we estimate trade costs using the road network of
1996. Thus, the only source of variation in DMA comes from population changes. In all
specifications, we control for the log of DMA.
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A.3 District-level Trade Liberalization Exposure

Following Topalova (2007), we create a measure of a district d’s exposure to trade liberal-
ization in year t as follows:

Exposuredt =
∑
j

ωjd,1991 × τjt

Here, ωjd,1991 is the share of manufacturing labor in district d employed in industry j

in the year 1991 (i.e., pre-liberalization).τjt is the tariff on industry j in year t.
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