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Abstract

This paper empirically investigates the impact of fiscal and external balance
conditions on the dynamic interaction of financial conditions and vulnerabilities
and macroeconomic performance across 18 major emerging market and developing
economies between 2000 and 2020. Using a state-space, multivariate autoregres-
sive model, we identify two opposing forces – a growth-inhibiting and a growth-
enhancing effect – that characterize macro-financial dynamics in emerging mar-
ket and developing economies. Exogenous shocks that trigger an easing of do-
mestic financial conditions in such countries tend to accelerate near-term GDP
growth, a growth enhancing channel. In turn, an acceleration of economic growth
tends to rapidly (re)-tighten financial conditions in emerging market and develop-
ing economies that lead to adverse future growth outcomes, a growth inhibiting
channel. The prevalence of both channels at high frequencies is statistically signifi-
cant for almost half of the countries in our sample and is seen to be associated with
fiscal and external imbalances that correspond to a twin-deficits problem.
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1 Introduction

Rapid economic expansions are often accompanied by easy financial conditions and buoy-
ant asset valuations that facilitate borrowing to finance economic growth. These credit
and asset price booms can breed balance-sheet vulnerabilities in the household, corpo-
rate, financial, and public sectors in the form of excessive leverage and asset-liability
mismatches. If these imbalances become sufficiently high, they can serve to amplify the
macro-financial impact of shocks, notably through a rapid tightening of financial condi-
tions and deleveraging that can yield significant growth slowdowns, including recessions.1

A growing body of literature, focused almost exclusively on advanced economies (AEs),
has produced empirical evidence to support such an interaction between economic and
financial cycles at both the domestic and global levels. For example, this is supported by
findings of significant informational content in credit aggregates and balance-sheet lever-
age indicators for future economic activity (Schularick and Taylor, 2012; Jordà et al., 2013;
IMF, 2017; Krishnamurthy and Muir, 2017; Adrian et al., 2022). However, empirical sup-
port is far more tentative regarding the existence of such interaction between financial
cycles and economic cycles in emerging market and developing economies (EMDEs).

In this paper, we empirically explore whether and how business and financial cycles inter-
act with each other in EMDEs. Our sample of countries collectively accounts for almost 34
per cent of the world’s gross domestic product (GDP) in nominal terms and 46 per cent in
purchasing-power-parity (PPP) terms. We use quarterly, country-level, macro-financial
data from 2000 to 2020 for our analysis. This period is marked by significant intertempo-
ral variation in macro-financial conditions, including periods of financial stress, economic
crises, credit booms and busts, and growth accelerations and slowdowns, both globally
and locally in many of our sampled EMEs. In particular, we specify a multivariate, state-
space model to evaluate the joint dynamics of business and financial cycles in 18 major
EMDEs. Our empirical model is inspired by the predator-prey class of models often used
in ecological studies on population dynamics.2 Applied to the macro-finance domain, our
model helps us in pinning down the bi-directional relationship between the real economy
and the financial system as it also explicitly captures the dynamic interaction through
feedback-loops (Blanchard, 2018; Claessens and Kose, 2018).

Additionally, we construct financial condition indices (FCIs) for these 18 EMDEs, com-
1Theoretical studies that analyze this interplay between macroeconomic cycles and financial stability

include Mendoza (2002, 2010), Jeanne and Korinek (2010), Bianchi (2011), Brunnermeier and Sannikov
(2014), Gorton and Ordonez (2014) and Bianchi and Mendoza (2018), among others.

2Refer to Paine (1980); Frost et al. (1995); Ives (1995); Tilman (1996); Ives et al. (1999, 2003);
Hampton et al. (2013).
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prehensively integrating information across a range of price-of-risk variables (spreads and
changes in asset valuations and volatility); global trade and financial indicators (foreign
exchange market pressure and terms-of-trade variables); and aggregates (leverage, credit
growth and credit-to-GDP gap variables)3. This involves synthesizing information con-
tained in contemporaneous and near-term forward-looking indicators of stress in domestic
financial conditions; global and regional indicators of trade and capital flows related risk
factors; and aggregate indicators that provide complementary signals on macro-financial
vulnerability (Krishnamurthy and Li, 2020).

Furthermore, the last few decades have been witness to an increased level of trade and
financial integration of EMDEs with the rest of the world (Obstfeld and Taylor, 2004;
Bekaert et al., 2011). While a high degree of financial integration is associated with a
faster adjustment of asset prices to economic news which reduces mispricing and pro-
motes better resource allocation, it can also facilitate the cross-market and cross-border
transmission of shocks. The global financial cycle literature provides insights into the
simultaneous movement of gross capital flows, credit growth, leverage, and risky asset
prices (Obstfeld, 2015; Rey, 2016; Miranda-Agrippino and Rey, 2022). This phenomenon
demonstrates commonalities among financial intermediaries globally, wherein increased
leverage and credit expansion tend to occur concurrently across different geographical
regions, including EMDEs (Claessens et al., 2012; Shin, 2014). Given this context, we
also analyze the global dimensions of macro-financial linkages in EMDEs by accounting
for global financial cycle in our model.

Our results indicate that the relationship between domestic financial conditions and the
real economy in EMDEs is driven by two opposing forces which we call growth-enhancing
effect and a growth-inhibiting effect. In most of the EMDEs that we study, a loosening
of financial conditions stimulates economic growth in the near-term, but a positive in-
novation in growth tends to tighten financial conditions in the immediate future, which
in turn, leads to adverse growth outcomes (see Figure 1). In almost half of the EMDEs,
both the first (growth-enhancing) effect and the second (growth-inhibiting) effect are sta-
tistically significant. The macro-financial dynamics implied by our findings are that while
exogenous shocks that loosen financial conditions tend to stimulate growth in EMDEs,
these virtuous dynamics tend to peter out quickly, since the pick-up in GDP growth
quickly re-tightens financial conditions which then retard growth momentum.

In the literature exploring the interaction of growth and financial conditions in advanced
economies, it is a common finding that the growth enhancing effect is statistically signif-

3See Barajas et al. (2021) and Arrigoni et al. (2022) for recent work on constructing financial conditions
indexes.
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icant and widely prevalent. However, the build-up of balance-sheet vulnerabilities in key
sectors of the economy takes several quarters. In contrast, our findings for EMDEs show
that, the growth-inhibiting effect unfolds faster, over a one-quarter ahead horizon. Our
baseline results indicate that a one standard deviation (sd) loosening in the aggregate
EMDE FCI leads to a 0.27sd increase in annual median GDP growth across EMDEs the
next quarter, equivalent to an increase of 46 basis points (bps) in EMDE-median GDP
growth. In turn, a one sd increase in EMDE-median GDP growth leads to a 0.35sd or
20bps tightening in EMDE financial conditions the next quarter. Hence, while an easing
of financial conditions triggers a temporary acceleration of growth in EMEs, this accel-
eration can quickly sputter out due to a subsequent re-tightening of financial conditions.

What drives these dynamics in EMDEs? The existing literature studying the interaction
of financial cycles and economic cycles embeds some important assumptions regarding
the state of financial development and the depth of domestic credit and financial mar-
kets (Claessens and Köse, 2013; Sufi and Taylor, 2022). Specifically, that domestic credit
supply responds flexibly to positive growth innovations, facilitating the easing of finan-
cial conditions for the prolonged period of time that is necessary for both sustained
economic growth as well as the accumulation of balance-sheet vulnerabilities. Such de-
gree of elasticity in domestic credit supply is indeed present in advanced economies. In
EMDEs, however, financial markets may lack adequate depth and be subject to signifi-
cantly greater informational and infrastructural frictions. Importantly, in some EMDEs,
the growth-elasticity of credit supply to the private sector may be significantly inhibited
by crowding out due to high levels of fiscal and external imbalances. For such EMDEs, it
is more likely that while an easing of domestic financial conditions can trigger a growth
acceleration, this induced higher economic momentum can sputter out quickly due to a
tightening of aggregate credit constraints.

Similarly, in many prominent EMDEs, fiscal deficits are notably high, ranking among
the highest within the G-20 nations. Some of these economies also face significant cur-
rent account deficits often exacerbated by high energy import bills. Such imbalances
necessitate substantial external financing to maintain domestic consumption. These twin
deficits—fiscal and current account—render EMDEs vulnerable to financial crises, includ-
ing sudden stops.4 Several studies have explored the theoretical and empirical aspects
behind such episodes from an open-economy perspective (Joyce and Nabar, 2009; Ko-

4Sudden Stops are often described as financial crises marked by large and sudden current-account
reversals. Often preceded by rapid economic growth, large current-account deficits, credit booms, and
highly overvalued asset prices, sudden stops have occurred in both developed and developing economies.
Such episodes tend to result in deep and prolonged recessions, large fall in asset prices, and sharp
depreciation of real exchange rates.
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rinek and Mendoza, 2014; Eichengreen and Gupta, 2016).5 Moreover, higher growth
stimulates demand for private credit, which often competes with government borrowing
due to elevated debt levels and external imbalances, resulting in a rapid tightening of
financial conditions. The crowding-out nature of government borrowing programmes has
also been extensively documented in the literature, with rising empirical evidence in its
favour (Blanchard and Perotti, 2002; Blanchard, 2003; Furceri and Sousa, 2011; Afonso
and Sousa, 2012; Agnello et al., 2013).6

Applying a two-way sample split methodology, we compare the subsamples of countries
which have large fiscal and capital account deficits to countries that show significant
growth-enhancing and/or inhibiting effects. The results indicate that EMDEs facing
twin-deficit problems are much more likely to demonstrate both growth-enhancing and
growth-inhibiting effects that may undermine their macro-financial stability reflected in
greater volatility of economic growth. Lending support to both the sudden stop and
crowding-out literature, this suggests that high debt levels and external imbalances can
exacerbate macro-financial instability and influence growth outcomes in these economies.
Moreover, as Aguiar and Gopinath (2007) and Cerra and Saxena (2008) have highlighted,
EMDEs show proclivity for highly volatile business cycle dynamics and often tend to
suffer from permanent output losses due to financial crises. In line with these studies,
our results show that macroeconomic vulnerabilities at the country-level may give rise to
such bi-directional interaction between the financial system and real economy in EMDEs.

Our paper makes three key contributions to the extant literature on macro-financial dy-
namics overall. First, we propose a dynamic, multivariate model to analyze the complex
two-way interactions between real and financial cycles in an economy. Furthermore, we
incorporate global financial conditions as an exogenous covariate in our empirical model
to account for its potential amplification role in the interaction between economic and
financial cycles in the domestic economy. This allows us to make an integrated assess-
ment of macro-financial linkages in an economy. Notably, while we employ our proposed
model in an EMDE context, it can be flexibly extended to other country-specific or
cross-country contexts. Second, we construct country-specific FCI to measure domestic
financial conditions for each country in our EMDE sample. We also show that our pre-
ferred measure of domestic financial conditions tends to outperform other alternate FCIs

5Recent work includes Akıncı and Chahrour (2018); Bianchi and Mendoza (2020); Davis et al. (2023).
6Crowding out occurs when financial resources are diverted into government debt instruments, sig-

nificantly limiting credit availability for the private sector, thereby inhibiting investments into economic
development. This effect is exacerbated in less developed financial systems due to limited funding sources
and greater reliance on the banking sector. Some recent studies include Funashima and Ohtsuka (2019),
Liaqat (2019) and Park and Meng (2024), amongst others.
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in predicting country-level GDP growth on average. This underlines the importance of
accounting for informational content embedded in both financial stress and financial vul-
nerability indicators as done in this paper. Finally, our results on the prevalence of both
growth-enhancing and growth-inhibiting effects provides a fresh perspective on the inter-
action between economic and financial cycles from a broader cross-country aspect. The
relatively faster unfolding of balance sheet vulnerabilities and the potential role of twin
deficits, together highlight the distinct mechanisms at work in influencing macro-financial
dynamics in emerging economies. The remaining parts of the paper are structured as fol-
lows. In Section 2, we discuss our methodology beginning with a conceptual overview of
our analytical framework followed by laying down the details of the state-space multivari-
ate autoregressive (MAR) model employed in our paper. We explain our data, including
the construction of country-level financial conditions indices, in Section 3. Thereafter, in
Section 4, we discuss the main findings of our analysis derived from both the aggregate
emerging economy (EM) level as well as at the individual country-level. The paper is
concluded in Section 5.

2 Methodology

We begin our discussion by providing a concise conceptual overview of our analytical
framework in this section. Next, we present the main empirical framework used in the
paper. As we explain later in this section, our choice of empirical model is motivated
by the plausible bi-directional, dynamic interaction due to feedback between financial
conditions and output growth in EMDEs. More importantly, the empirical model is also
designed to capture possible feedback loops that govern the dynamic interaction between
the financial system and the overall economy over time. Thus, our empirical framework
allows us to uncover newer insights and possible mechanisms that are at play in the
finance-growth interplay in emerging economies.

2.1 Conceptual Framework

From an analytical standpoint, we aim to capture the dynamic interactions between
financial conditions and growth as well as understand how balance-sheet vulnerabilities
in certain economic sectors of EMDEs can impact the nature and persistence of macro-
financial transmission of exogenous shocks in these countries.

Consider a positive exogenous shock, say, a reduction in US monetary policy rates, which
eases financial conditions globally, including domestically in our sample of EMDEs. This
would lead to increased lending and risk-taking in the economy that boost economic
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activity and growth in the near-term. This is the growth-enhancing effect or phase of the
macro-financial cyclical interaction.

Rapid and sustained credit expansion during such periods of loose financial conditions
would lead to a building up of balance-sheet vulnerabilities in the economy that eventually
can serve to amplify the growth and financial stability impact of adverse exogenous shock
down the road, like a US monetary policy tightening. This could significantly increase
the overall risk sentiment in the economy with financial markets and banks less willing
to extend credit to households and businesses, firms cutting back on investments and
the ensuing job losses triggering a growth slowdown. This is the growth-inhibiting effect
or phase of the macro-financial cyclical interaction. Figure 1 presents a summary of
our framework that captures the macro-financial interactions in an emerging market
setting characterized by two distinct forces - the growth-enhancing effect and the growth-
inhibiting effect.

The length of time over which the growth-enhancing phase operates in EMDEs may
depend on two factors. First, domestic financial markets and savings intermediation ca-
pacity is shallower in these countries relative to AEs, and this may bind more tightly the
elasticities of supply of credit and market liquidity available to meet higher credit de-
mand responding to the positive growth impulse provided by easing financial conditions.
Second, incumbent balance-sheet vulnerabilities in key sectors of the economy, such as
high existing sovereign indebtedness and large current account deficits requiring financ-
ing through significant overseas borrowing may absorb the limited quantity of additional
cheaper financing released by the easing of financial conditions. This can crowd-out
growth friendly investments by the private sector. Empirically, these factors raise the
possibility that the growth-enhancing effect may be shorter in EMDEs and that it may
yield to growth-inhibiting dynamics relatively quickly in those EMDEs which have high
fiscal or current account deficits or both.

During periods of high economic growth, the growth-enhancing effect is characterized
by an increase in credit demand. Empirical evidence suggests that credit booms gener-
ally start during or after periods of buoyant economic growth (Dell’Ariccia et al., 2012;
Dell’Ariccia and Marquez, 2013). For instance, Dell’Ariccia et al. (2012) find that lagged
GDP growth is positively associated with the probability of a credit boom. In the three
years preceding a boom, the average real GDP growth rate reaches 5.1 per cent, com-
pared to 3.4 per cent during a tranquil three-year period. When balance-sheet vulnera-
bilities grow beyond a critical level during a credit boom, the macro-financial impact of
adverse exogenous shocks can be amplified thereby triggering the initiation of the growth-
inhibiting effect. During such a period, inflationary pressures may also start to build up
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as higher demand for goods and services outstrips supply. To combat inflation, central
banks frequently tighten monetary policy by raising interest rates, which increases the
cost of borrowing, and further contributes to the tightening of financial conditions.

The rich, existing literature has emphasized a number of factors and channels as poten-
tially important across both AEs and EMDEs in propelling the growth of balance-sheet
and financial market vulnerabilities that can in combination or by themselves contribute
to the end of the growth-enhancing effect and initiation of the growth-inhibiting effect.

One factor is asset price inflation. When the economy grows rapidly, asset prices, such as
real estate or equity valuations, can get inflated. This rapid rise in asset prices has the
potential to create a wealth effect, making households and firms more inclined to spend,
invest and hire. However, when asset prices become inflated and disconnected from their
underlying fundamentals, risks and financial imbalances arise. If a negative shock hits the
economy, it can lead to tighter financial conditions overnight. Both advanced economies
and emerging markets have seen exorbitant surges in asset prices followed by long periods
of financial instability. See Evanoff et al. (2012) and Scherbina (2013) for detailed reviews
on asset price bubbles.

A second factor is that pro-cyclical nature of lending and risk-taking by financial inter-
mediaries can also impact the macro-financial linkages in an economy. Herd behaviour
by financial institutions may also be responsible (Rajan, 1994), wherein banks tend to
mimic each other’s lending practices driven by short-term concerns, such as earnings and
reputation. Such decisions are often marked by an overconfidence in being able to out-
perform peers even if the credit cycle experiences a downturn. As a result, such banks
loosen their credit standards to make loans available more freely and for longer durations.
Relaxing their credit covenants encourages pro-cyclical behaviour. Financial institutions
also suffer from cognitive biases. For instance, financial institutions may experience dis-
aster myopia or the tendency to underestimate the likelihood of extremely unlikely but
high-cost, tail-risk events (Guttentag and Herring, 1984). Because of such cognitive
biases, financial institutions tend to process information in a way that supports their
preconceived notions about the state of the economy. The pro-cyclicality of loan growth
and risk-taking is further exacerbated, according to the institutional memory hypothe-
sis, which states that banks have a short memory when it comes to past credit booms.
Managers’ focus on short-term profits causes them to take more risks when the credit
market is booming, contributing to the principal-agent problem between shareholders
and managers (Williamson, 1963; Saunders et al., 1990).

A third aspect is external factors that may also have an impact on the interaction between
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growth and financial conditions in EMDEs. Capital inflows into emerging economies tend
to ease credit constraints for corporations and households as it increases the funds avail-
able to banks operating in the local economy (Claessens et al., 2010a,b). Thus, capital
inflows ease local financial conditions and support economic growth. However, in such
economies, fluctuations in capital flows can generate significant volatility in domestic
economy. In the event of a substantial, and often unexpected decline in international net
capital flows – sudden stop – domestic financial conditions can undergo rapid tightening
which may trigger a crisis (Joyce and Nabar, 2009; Korinek and Mendoza, 2014; Akıncı
and Chahrour, 2018; Bianchi and Mendoza, 2018; Davis et al., 2023). Such crises are
usually accompanied by a significant increase in credit risk spreads (interest rate dif-
ferentials), negative asset returns, high volatility often resulting in deep and prolonged
recessions. The impact of such crisis episodes is amplified in countries with high current
account deficits (Eichengreen and Gupta, 2016).

Finally, domestic fiscal imbalances also tend to influence macro-financial interactions in
emerging economies. Theoretically, on the one hand, an increase in government spending
can crowd-in the private sector by inducing an increase in the expected rate of return on
capital that triggers a rise in investments (Aiyagari et al., 1992; Christiano and Eichen-
baum, 1992; Baxter and King, 1993). On the other hand, higher government spending
if financed by debt, can crowd-out private sector by causing an increase in interest rates
leading to lower investments (Blanchard and Perotti, 2002; Blanchard, 2003). Most em-
pirical evidence now favours the crowding-out effect of government spending programmes
(Furceri and Sousa, 2011; Afonso and Sousa, 2012; Funashima and Ohtsuka, 2019; Liaqat,
2019; Park and Meng, 2024). We now turn our attention to the empirical model used in
this paper.

2.2 Econometric Model

As discussed in the previous section, there are various complexities involved in analyzing
the macro-financial landscape in emerging economies. The relationship between growth
and financial conditions not only showcases a bi-directional relationship but also evolves
overtime by incorporating feedback loops. The selected model should, therefore, be able
to capture this dynamic interaction between financial conditions and growth. To this
end, we specify a multivariate autoregressive (MAR) model that is inspired by models of
population dynamics – predator-prey models – rooted in ecological studies (Paine, 1980;
Frost et al., 1995; Ives, 1995; Tilman, 1996; Ives et al., 1999, 2003; Hampton et al., 2013).
Our baseline empirical model is specified by Equation 1 and Equation 2 given below:
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yt = Zxt + a + vt; vt ϵ MV N(0, R) (1)

xt = Bxt + u + wt; wt ϵ MV N(0, Q) (2)

Under the state-space representation, Equation 1 is the observation equation where vt

represents the observation error and R denotes the covariance structure of the observation
error. yt is an n × 1 matrix of input variables, Z is an n × m matrix of factor loadings
and a is an n×1 matrix with offset terms. Therefore, note that observed time-series data
on financial conditions and output growth are represented by yt in our case. Equation 2
represents the process equation with wt denoting the process error and Q as the covariance
structure of process error. The model has a stochastic equilibrium – it fluctuates around
a mean given by (I − B)−1 · u. Typically, we have one time series per species and
that translates to m = n. Equation 2 in our specification is similar to what Ives et al.
(2003) have written in their process equation and the state-space representation is scale-
invariant, where u is the scaling term.

In the state-space model specified above, the process equation captures the dynamic inter-
action between financial conditions and growth over time. A matrix form representation
of the process model for the finance-growth dynamics is provided in Equation 3 below:

xf

xg


t

=
bff bgf

bfg bgg

 xf

xg


t−1

+
uf

ug

 +
wf

wg


t

(3)

wf

wg

 ϵ MV N(0,

qf 0
0 qg

) (4)

B is the interaction matrix in the process model that is to be estimated where Bij is
the effect of variable i on variable j. In this case, f denotes financial conditions and
g corresponds to output growth in the economy. The self-interaction strengths (density-
dependence) are shown by the diagonal elements while cross-interactions are represented
by the off-diagonal terms of the B matrix. Thus, bff is the effect of financial conditions on
itself (density-dependence), bfg is the effect of a financial conditions on growth (growth-
inhibiting effect), similarly, bgf is the effect of growth on financial condition (growth-
enhancing effect) and finally bgg is the effect of output growth on itself.

According to Rey (2016) and Miranda-Agrippino and Rey (2022), the global financial

10



cycle (GFC) also significantly influences capital flows, credit expansion, leverage, and
asset prices, especially in emerging economies. Therefore, as a final step, we augment our
MAR model by adding a covariate in the process equation of the model. The state-space
model with covariates can be represented as follows:

yt = Zxt + u + wt; wt ϵ MV N(0, Q) (5)

xt = Bxt + Cct + wt; wt ϵ MV N(0, Q) (6)

xf

xg


t

= B

xf

xg


t−1

+
Cff

Cfg

 [GFC] +
wf

wg


t

(7)

Cff and Cfg terms capture the effects of amplifying effects of GFC on the finance-growth
interaction in the model. The above model is estimated using the maximum likelihood
(ML) technique.

3 Data

This section provides an overview of the data, including the country and time sample
utilized for our analysis. In particular, we discuss the construction of the financial con-
ditions index (FCI) for various EMEs covered in our study. We begin this section by
briefly laying down the concept behind the measurement of financial conditions. This is
followed by detailing the data sample and variables used. We then discuss the dynamic
factor model (DFM) framework used for constructing FCI at the economy-level and ag-
gregate EMDE-level. Thereafter, we present and analyze the aggregate emerging market
and developing economies’ financial conditions index (EM-FCI) to conclude the section.

3.1 Data and Sample

Our sample of EMDEs include Argentina, Brazil, Chile, China, Colombia, Czech Re-
public, India, Indonesia, South Korea, Malaysia, Mexico, Philippines, Poland, Rus-
sia, Slovakia, South Africa, Thailand and Turkey.7 We construct a quarterly, cross-

7These economies are commonly included in prominent equity and debt indices for emerging markets,
such as those provided by J.P. Morgan, Morgan Stanley Capital International, and Bloomberg. Moreover,
they are also keenly tracked by international organizations, such as the IMF and World Bank. Nigeria
was excluded due to its classification as a low-income country during the sample period, and Qatar was
excluded based on its population size.
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country dataset consisting of various macro-financial indicators using data sourced from
Bloomberg LLP, NYU V-lab, Bank for International Settlements (BIS), and International
Monetary Fund’s International Financial Statistics (IMF-IFS). The quarterly dataset
spans the 2000:Q1 - 2019:Q4 period. Our empirical model uses year-on-year growth in
real GDP (%) as a measure of output growth. We construct country-specific FCI to
capture domestic financial conditions for our sample of EMDEs. Data on global financial
cycle is taken from Miranda-Agrippino and Rey (2022). The concept and construction of
country-specific FCI is detailed below.

3.2 Financial conditions Index

3.2.1 Concept

Measuring the prevailing financial conditions in an economy can enable a deeper under-
standing of the health of its financial system. In a shock-free environment, financial risks
tend to accumulate gradually, more often, providing minimal signals of such buildup.
In such a case, financial vulnerabilities can silently spread within the financial system
escaping routine surveillance. However, in the event of an adverse shock impacting the
economy, such vulnerabilities amplify the consequent financial stress arising out of the
shock. Therefore, financial stress and vulnerabilities are crucial for understanding how
the health of the financial system as well as the economy evolves over time. Importantly,
the negative effects of future shocks can be reduced and financial system resilience can be
maximized by effectively combining information on stress and vulnerabilities to provide
a comprehensive, forward-looking measure of financial conditions in an economy.

Following Krishnamurthy and Muir (2017), we categorize financial indicators into two
types: fast-moving stress indicators (for e.g., asset prices) that generally signal an im-
pending shock and slow-moving vulnerability indicators (for e.g., debt-to-GDP ratio)
reflecting the gradual buildup of risk in the system. Taken together, these indicators
capture the evolving dynamics of financial conditions. Since stress and vulnerabilities
can arise from any sector of the economy, it is also useful to analyze sector-specific in-
dicators as a block. Thus, we divide our indicators into various sectoral blocks viz., the
banking, fiscal, real Sector and the external trade and finance block. These blocks may
directly or indirectly impact financial conditions in the economy. Figure 2 summarizes
our conceptual mapping of a financial conditions index impacted by various measures of
financial stress and vulnerabilities emanating from different sectors of the economy.

Indicators that measure financial stress provide insights into the impact of the shock
as reflected by the system. One such measure is domestic price of risk (DPOR) which
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includes interest rate spreads relevant for key business and government sectors as well
as returns and volatility across different asset classes. An increase in financial stress is
often reflected in rising rate spreads, falling asset returns and higher volatility. Similarly,
external risk factors circumscribing global financing conditions, terms-of-trade and com-
modity prices can also impact domestic financial conditions. External indicators, such
as an increase in implied options price volatility on the domestic currency (against US
dollar) and exchange rate market pressure signal tighter domestic financial conditions.
Finally, macroeconomic indicators that capture economy activity, real estate prices etc.,
also provide important signals related to the overall stress in the financial system. On
the other hand, the level and duration of adverse impact from shocks to the financial sys-
tem can be determined by the balance sheet vulnerabilities of key stakeholders, such as
financial institutions and sovereign government. Such indicators encompassing aggregate
balance sheet metrics, like private sector leverage, credit-to-GDP gap, fiscal balance, and
government debt, tend to exhibit gradual but potentially more informative signals about
the health of the financial system over a longer time horizon.

3.2.2 Input variables

To capture stock market performance, we use the variable EqReturn which represents
the returns of large-cap companies in each country. Furthermore, the Bloomberg-sourced
EqVol30 variable, measuring the average 30-day volatility of large-cap listed companies,
underlines equity market stability. Similarly, systemic risk, SriskUT, represents the mar-
ket capitalization weighted-average systemic risk for the banking sector. Obtained from
NYU’s V-Lab, it aids in assessing the overall stability and vulnerability of the banking
system in the emerging economies under consideration.8 Reflecting the corporate sector
prime lending rate, PLR provides information on the interest rate environment and credit
cycle across countries. Reflecting market sentiments and expectations, OptionVol3m is
measured as the implied volatility of USD to emerging markets currencies.

Term Spread measured as the difference in yields between long-term government bonds
and short-term treasury bills provides insights into monetary policy stance and infor-
mation about future growth. Similarly, Corporate Spread, measured as the difference
between CEMBI corporate bond yields and short-term treasury bill yields, sheds light
on the corporate bond market’s credit risk premium. Interbank Spread, taken as the
difference between the 3-month interbank lending rate and the short-term treasury bill
yield proxies for interbank liquidity and financial market stability.

Taking credit conditions into account, the variable Credit represents outstanding credit
8See Acharya et al. (2017); Brownlees and Engle (2017).

13



to private non-financial sector allowing us to assess credit growth and financial inter-
mediation in each country. Exchange market pressure index or EMPI, captures total
pressure on the exchange rate that has been resisted through forex intervention or re-
lieved through exchange rate movements (Girton and Roper, 1977; Eichengreen et al.,
1996; Levy-Yeyati and Sturzenegger, 2005). We also include key fiscal indicators in our
analysis. The variable Debt-to-GDP, measured by taking gross government debt as a
percentage of domestic GDP, represents long-term viability of public finances. Similarly,
Primary Balance reflecting the government’s fiscal position (excluding interest payments)
aids in assessing the short-term fiscal stance of the sovereign.9 Finally, variables related to
the real estate market and economic activity are also included in this study. Real-estate
prices, which includes both residential and commercial property prices, represents the
trends and dynamics of a country’s real estate sector. Finally, we use Industrial Produc-
tion, sourced from the IMF database, as an indicator of economic activity in the economy.
Details on the number of countries, variables used and data sources for constructing the
country-wise financial conditions are summarised in Table 2.

3.2.3 Index construction

We now turn to the DFM framework that is used to combine various stress and vulnera-
bility indicators into a single, composite measure of financial conditions at the country-
level. Following the important contribution of Giannone et al. (2008), we assume that
each observable variable zi,t in our dataset can be divided into two orthogonal compo-
nents: an unobserved common component fr,t, which represents a linear combination of a
few common factors, and an idiosyncratic component εi,t, that is unique to each observed
time-series. The common component follows an autoregressive process of order 1 i.e.,
an AR(1) process. Thus, the empirical model can be represented in a matrix-form using
Equation 8 and Equation 9 as follows:

Zt = Γ Ft + ξt (8)

Ft = A Ft−1 + Bυt (9)
9Fiscal balance, also referred to as net lending (+) or net borrowing (-) of general government, is

calculated as total government revenues minus total government expenditures. The primary balance
excludes interest payments from expenditure, thereby reflecting the difference between the amount of
revenue a government collects and the amount it spends on providing public goods and services. A
country has a primary deficit if it is spending more on public goods and services than it collects in
taxes. The primary balance is thus a critical indicator of the short-term sustainability of a government’s
finances. We consider primary balance as a share of domestic GDP.
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where Zt is a vector of stationary observed variables driven by a vector of unobserved
dynamic factor Ft in a linear combination determined by the loading vector Γ. Series-
specific idiosyncratic component is captured by vector ξt while υt represents shocks to
the dynamic common component. The above model is estimated for each country in our
data sample to construct a country-specific FCI. Details on the DFM method and its
estimation using the Kalman filter approach are discussed in Appendix A.

Subsequently, an aggregate EMDE-level FCI (EMFCI) is computed using the median-
value of the country-level FCIs. Figure 3 examines the median and the 5th - 95th quantiles
derived from the cross-country FCI values. The solid line representing the median-EMFCI
offers a central measure of financial conditions across all EMDEs considered in our sample.
This underlines the overall financial health and stability of these economies. On the other
hand, the dashed lines around the median illustrate the lower and upper bounds of the
cross-country financial conditions. This enables us to assess the dispersion and tail risks
associated with domestic financial conditions in our EMDE sample. Periods of heightened
financial stress and potential systemic vulnerabilities, such as the Great Financial Crisis
of 2008-09, Eurozone debt crisis of 2011-12, currency devaluation in China during 2015-16
and the recent Covid-19 pandemic period, are well captured by our measure of financial
conditions in EMEs. As a robustness exercise, we compare our constructed measure
of FCI against alternate specifications in terms of its ability to predict GDP growth
in an out-of-sample forecasting framework (see Appendix B). The results indicate that
our preferred measure of FCI – encompassing both financial stress and vulnerabilities –
generally outperforms other alternate FCIs at the country-level thereby underlining its
suitability for our study.

4 Results and Discussion

The presentation of the main findings from our analysis of the dynamic interplay between
financial conditions and growth in EMDEs is divided into three parts. Throughout this
section, our main focus remains on the interaction matrix B and its elements denoted by
Bij.

In the first part, we discuss the results derived from our state-space MAR model in both,
the benchmark model that does not explicitly account for the impact of global financial
conditions and the augmented model with inclusion of this exogenous covariate. Since
this is achieved by aggregating country-level indicators to the EMDE-level grouping, we
show that these results are robust to different aggregation methods. We also analyze the
finance-growth relationship across different growth quantiles that allows us to assess the
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strength and direction of this relationship during both tranquil times and tail-risk events.

The second part of this section focuses on country-level analysis wherein we estimate
our model separately for each country in our sample. This exercise throws light on the
presence of growth-enhancing and growth-inhibiting effects, helping us determine which
of these effects is present and statistically significant across different countries.

Finally, in the third part, we investigate whether the presence of certain economic features
or imbalances predisposes a given emerging market economy to one or both of these
effects. This analysis helps us delve deeper into the possible mechanisms that drive the
macro-financial relationship in EMDEs.

4.1 Regional Analysis

The coefficients for the estimated interaction matrix of the state-space MAR model with
and without covariates are shown in Table 3. As mentioned earlier, we carry out this
exercise at the aggregate EMDE-level by using the median value of the country-level
FCIs and median GDP growth for all EMDEs in our sample represented by EMFCI and
EMGDP, respectively. Shown in panel 1, Table 3), our baseline estimates indicate that a
one standard deviation (sd) easing in EMFCI leads to a 0.27sd increase in EMGDP growth
the next quarter, equivalent to a 46 basis points (bps) increase in GDP growth. This
underlines the growth-enhancing channel at work. On the other hand, a one sd increase
in EMGDP growth leads to a 0.35sd increase in EMFCI the next quarter, equivalent to
a 20bps tightening of EMFCI, which is the growth-inhibiting effect in operation.

As shown in panels (2)-(3), the estimated coefficients are similar albeit marginally lower
when we account for the role of the global financial cycle in our model. Note that model
diagnostics, reported alongside the estimated coefficients, indicate a better fit in case of
the model with this covariate. Nevertheless, our results, both with and without the global
financial conditions covariate are statistically significant.

These results provide evidence for the presence of both growth-enhancing and growth-
inhibiting phases in the macro-financial landscape of EMDEs. The implied dynamic
interaction of an exogenous shock that eases EMDE financial conditions in a given quarter
is a short-lived, positive spurt in EMDE economic growth, which for the median EMDE,
quickly sputters out as the increase in EMGDP would in turn re-tighten EMFCI the next
quarter.

To account for the fact that our data sample contains economies of significantly different
sizes and complexity, we further examine whether our baseline results are robust to
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alternate measures of average EMDE GDP growth. We accomplish this by replacing the
median GDP growth by a simple average measure and two weighted average measures
based on weights derived from the World Bank (WB) and the IMF. The results are
shown in Table 4. Overall, the results were found to be qualitatively similar to those
from our benchmark specification except that the coefficients in case of the weighted
average measure with WB weights were less precisely estimated (see panel 3, Table 4).

Finally, we also assess whether the growth-enhancing and growth-inhibiting effects were
more (or less) prominent across different parts of the output growth distribution. To do
so, we compute different quantiles of GDP growth at the EM-level and estimate our model
seperately for each growth quantile. The results are shown in Table 5. As our results
indicate, the estimated magnitude and significance of both Bgf and Bfg are stable in the
bottom half of the growth distribution. However, both coefficients become smaller as we
move towards the right-tail of the distribution with Bfg being statistically insignificant
in the two top quantiles of the distribution. This indicates that the strength of both
growth-enhancing and growth-inhibiting effects often varies across the growth distribution.
Whether this is due to strong growth performance being associated systematically with
greater prevalence of healthier fiscal and balance-of-payments indicators is an interesting
question left for future work.

4.2 Country-level Analysis

The results and interpretation discussed above are based on an implicit assumption that
business cycles and financial cycles are highly synchronized across our sample of emerging
economies. However, given the evident heterogeneity in our country sample, it is of
interest to assess the robustness of these aggregate results against the estimated joint
dynamics of growth and financial conditions at the country-level. While replacing the
median-annual GDP growth (EMGDP) with the simple (or weighted) average growth or
growth quantiles provides some confidence, a granular analysis based on the country-level
application of our empirical model is warranted to further understand how the finance-
growth interaction evolves in different country settings.

Table 6 reports a summary of results based on the estimated joint dynamics of domestic
financial conditions and domestic output growth over 2000-2020 for each country in our
sample of EMDEs. For 15 of the total 18 EMDEs, an easing of domestic financial condi-
tions is associated with an expansion in annual GDP growth the next quarter, wherein
this association was found to be statistically significant in 11 economies. On the other
hand, in 14 countries, an increase in real GDP growth is associated with a tightening of
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financial conditions over the next quarter with the relation being statistically significant
in 8 countries. Interestingly, shocks to global financial conditions appear to influence
near-term growth prospects in these countries more systematically than their domestic
financial conditions. The direction of association between global financial conditions and
domestic financial conditions and growth were along expected lines in majority of our
sample countries i.e., a tightening in global financial conditions is associated with tighter
domestic financial conditions and lower real GDP growth in the near future. Overall,
these results suggest that the estimated dynamics of FCI and GDP growth as seen in the
benchmark model also hold true at the domestic level for a majority of countries in our
sample.

4.3 Macro-imbalances and Finance-Growth Interdependence

In the final part of our analysis, we delve deeper into the potential mechanisms that
may be determining the macro-financial interaction at a country-level. Thus, it is of
interest to leverage our country-level analysis to ask whether certain economic features or
imbalances are associated with the existence and strength of the growth-inhibiting effect
and a growth-enhancing effect. The first channel, which involves positive growth impact
induced by easing of financial conditions, is dominant across EMDEs, displaying the
correct sign in 15 out of 18 countries, excluding China, Russia, and Thailand. Conversely,
the second channel, characterized by growth spurts leading financial tightening, exhibits
a mixed picture, with approximately 60 percent of countries in our sample reporting
it. Since this latter, growth-inhibiting effect is significant in around half of our country
sample, our focus is on identifying differences in macroeconomic indicators associated
with growth-driven effects within a country context.

To facilitate such an assessment, we focus on two types of aggregate macroeconomic bal-
ances – fiscal balance and current account balance – deemed important from an EMDE
perspective. In many prominent EMDEs, fiscal deficits are notably high, ranking among
the highest within the G-20 nations. Some of these economies also face significant current
account deficits often exacerbated by high energy import bills. Such imbalances neces-
sitate substantial external financing to maintain domestic consumption. These “twin
deficits”—fiscal and current account—render EMDEs vulnerable to “sudden stops”. Fac-
tors such as deteriorating government or corporate balance sheets, inflation spikes, mon-
etary tightening in advanced economies, and global risk aversion can trigger foreign in-
vestment withdrawals from EMDEs, undermining their macro-financial stability.

Therefore, our general approach is to split the sample according to whether a country’s
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fiscal and current account performance are both stronger than the median EM over the
sampling horizon (see Figure 6). This subsample of above-median performers – Group B
– contains four countries namely, China, Indonesia, Russia, and South Korea. On an aver-
age, this set of countries consistently exhibits lower levels of sovereign debt coupled with
current account surpluses compared to Group A (7 countries) which run consistent twin
deficits as a group.10 Upon splitting the countries into these two groups and analyzing
them separately, the Group A bloc of below median fiscal and trade performing EMDEs
consistently shows the growth-inhibiting effect with both correct sign and statistically
significant coefficient values. Conversely, the Group B bloc of above median performing
EMDEs fails to demonstrate the growth-inhibiting effect. The presence of a twin deficit in
Group A countries makes them particularly susceptible to both effects—growth-inhibiting
and growth-enhancing.

While the discussion above focused on using the fiscal and current account balances to
split the countries into two groups, we examine this issue from the perspective of finance-
growth relation in a given country. In other words, we examine our sample of countries
on the basis of significant presence of two key effects at the country-level: (i) growth-
inhibiting effect, and (ii) growth-enhancing effect. Specifically, Group A comprises coun-
tries experiencing both effects, while Group B exhibits only the growth-enhancing effect.
Comparing Group A and Group B reveals that Group A countries, on average, possess
higher sovereign debt levels and weaker current account balances than Group B countries
(see Figure 7). This further confirms that Group A countries are particularly vulnerable
to macro-financial imbalances due to the twin-deficit challenges. The key takeaway from
this two-way split analysis is that higher growth creates a demand for private credit,
which starts competing with government demand for funds due to an already high level
of sovereign debt and external imbalances, leading to a rapid tightening of financial con-
ditions which consequently – lowers future GDP growth in emerging economies with twin
deficit.

5 Conclusion

In summary, our research makes significant contributions to the literature in several ways.
We employ a state-space MAR model to capture the nuanced macro-financial interac-
tions in EMDEs characterized by diverse business cycle properties. Unlike conventional
time-series approaches, the MAR model disentangles both the growth-inhibiting and
growth-enhancing effects, offering a more comprehensive understanding of how financial

10Brazil, Colombia, India, Mexico, Slovakia, Turkey, Poland.
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conditions impact economic performance. Applying a two-way sample split methodology,
we find evidence of the growth-inhibiting effect in EMDEs characterized by high govern-
ment debt and large current account deficits. The results from this analysis suggest that
emerging markets facing twin-deficit problems – are much more likely to demonstrate
both effects undermining their macro-financial stability.

Two key model innovations help us ascertain the desired results. First, it is important
to control global economic conditions while looking at the dynamic interaction between
the financial system and the real economy in EMDEs. The global financial cycle (GFC)
demonstrates commonalities among financial intermediaries globally, wherein increased
leverage and credit expansion tend to occur concurrently across different geographical re-
gions, including EMDEs. Our model incorporates this phenomenon by adding exogenous
variables to the model that influence the finance-growth interaction within the economy.
These variables have the potential to amplify the dynamics of the finance-growth relation-
ship, shedding light on the complexities of the interactions between financial conditions
and economic growth. Second, the comprehensive incorporation of information into the
estimation of local financial conditions within EMDEs becomes crucial for accurately
capturing the dynamics of the system. This involves not only assessing contemporane-
ous risk spreads and asset price volatility but also integrating information that indicates
vulnerability in the system. The distinctive features of business cycles in emerging mar-
kets, such as high consumption volatility relative to income volatility and susceptibility
to dramatic sudden stops in capital inflows, distinguish them from advanced economies.

Looking forward, our study highlights the need for continued research to deepen our
understanding of how global interconnectedness and domestic macroeconomic conditions
shape economic trajectories in EMDEs. As these economies increasingly integrate into
the global economy through trade and financial channels, the ability to anticipate and
manage financial cycles becomes crucial for such countries. Future research could explore
additional factors influencing macro-financial dynamics such as demography, technology,
and climate change to provide a deeper understanding of resilience and growth prospects
of emerging economies.
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6 Tables and Figures

6.1 Figures

Figure 1 Macro-financial Interactions in Emerging Markets - Analytical Framework

Note: The above flowchart depicts the analytical framework used for analyzing macro-financial interac-
tions in emerging economies. Within this framework, interactions between local financial conditions and
economic growth are driven by two opposing forces with growth-enhancing effect [A → (X) → B] and
growth-inhibiting effect [C → (Y ) → D] as shown in the flowchart.
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Figure 2 Financial Conditions Index: Framework and Estimation

Note: The above diagram provides a broad overview of our conceptual framework for estimating a
financial conditions index from an emerging market perspective. At the core of this framework lies the
aggregate financial conditions which encompasses both fast-moving stress indicators (e.g., risk spreads,
asset price returns) and indicators that reflect the gradual accumulation of vulnerabilities in the system
(e.g., S-risk, Debt-to-GDP). Additionally, sector-specific indicators are clubbed under sectoral blocks
which may directly or indirectly impact financial conditions in the economy. These indicators enable the
capture of the evolving dynamics of financial conditions.
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Figure 3 Financial Conditions Index (FCI) for Emerging Economies

Note: The above plot shows the estimated aggregate FCI for emerging market economies for the period
2000-2021. The country-wise FCIs are estimated using the DFM approach given by equations (8) and
(9). An aggregate EM-level FCI (EMFCI) is constructed by taking the median-value of country-wise
FCIs shown by the solid black line. The dashed blue and red lines depict the 5th and 95th percentile
values for the country-wise FCIs, respectively.
Source: Authors’ calculations.
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Figure 4 Coefficient Estimates: Baseline and Augmented

Note: The above figure shows the maximum-likelihood (ML) estimates for the interaction matrix B
of the MAR model described in equations (5)-(7). The model is estimated for the benchmark model
specification with and without exogenous covariates as discussed in section 4.1. The blue dot represents
the point estimate for a given growth quantile while the bar represents the lower/upper 95 per cent
confidence interval (CI). Detailed results are provided in Table 2.
Source: Authors’ calculations.
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Figure 5 Coefficient Estimates: EM growth quantiles

Note: The above figure shows the maximum-likelihood (ML) estimates for the interaction matrix B of
the MAR model described in equations (5)-(7). The model is estimated for different quantiles of GDP
growth in EMEs as discussed in section 4.1. The blue dot represents the point estimate for a given
growth quantile while the bar represents the lower/upper 95 per cent confidence interval (CI). Detailed
results are provided in Table 3.
Source: Authors’ calculations.
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Figure 6 Subsampling Exercise 1: Fiscal Balance and Current Account Balance

Note: The above figure plots the average fiscal balance (top panel) and current account balance (bottom
panel), both shown as per cent of GDP, for countries split into below-median (Group A) and above-
median (Group B) performers according to the fiscal balance plus current account balance criteria.
Country Group A consists of 7 countries that exhibit high levels of fiscal deficits and current account
deficits while Group B consists of 4 countries that have low fiscal deficit and current account surpluses.
Source: Authors’ calculations.
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Figure 7 Subsampling Exercise 2: Growth Effects

Note: The above figure plots the average fiscal balance (top panel) and current account balance (bottom
panel), both shown as per cent of GDP, for countries split into those showing evidence for both growth-
enhancing and growth-inhibiting effect (Group A) and those exhibiting only growth-inhibiting effect
(Group B). Given the sample split criteria, country Group A consists of 14 countries while Group B
consists of 4 countries.
Source: Authors’ calculations.
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6.2 Tables

Table 1 Country Sample
S. No. Country Name Country Code
1 Argentina ARG
2 Brazil BRA
3 Chile CHI
4 China CHN
5 Colombia COL
6 Czech Republic CZE
7 India INDI
8 Indonesia INDO
9 South Korea KOR
10 Malaysia MAL
11 Mexico MEX
12 Philippines PHI
13 Poland POL
14 Russia RUS
15 Slovakia SLO
16 South Africa SAF
17 Thailand THA
18 Turkey TUR

Note: The above table provides the list of emerging market and developing countries (EMDEs) used in this study.

Country codes are provided alongside.
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Table 2 Financial conditions index: Data and variable construction
Variable Name Description Country Source
Equity Return Large-cap companies index ARG, BRA, CHI, CHN, COL, CZE, INDI, INDO, KOR,

MAL, MEX, PHI, POL, RUS, SLO, SAF, THA, TUR
Bloomberg

EqVol30 Average 30-day volatility of all large-cap listed compa-
nies

ARG, BRA, CHI, CHN, COL, CZE, INDI, INDO, KOR,
MAL, MEX, PHI, POL, RUS, SLO, SAF, THA, TUR

Bloomberg

SriskUT Market capitalization weighted-average S-Risk of the
banking sector

ARG, BRA, CHI, CHN, COL, CZE, INDI, INDO, KOR,
MAL, MEX, PHI, POL, RUS, SLO, SAF, THA, TUR

V-Lab, NYU

PLR Corporate sector prime lending rate for banking sector ARG, BRA, CHI, CHN, COL, CZE, INDI, INDO, KOR,
MAL, MEX, PHI, POL, RUS, SLO, SAF, THA, TUR

Bloomberg

OptionVol3m Implied volatility of USD-EM currency 3-months op-
tions contract

BRA, CHI, CHN, COL, CZE, INDI, INDO, KOR, MAL,
MEX, PHI, POL, RUS, SLO, SAF, THA

Bloomberg

Term Spread Difference between 10-year/ 5-year government bond
and 91-days T-bill yield as per data availability

BRA, CHI, CHN, COL, CZE, INDI, INDO, KOR, MAL,
MEX, PHI, POL, RUS, SLO, SAF, THA

Bloomberg

Corporate Spread Difference between 3-months CEMBI yield and 91-day
T-bill yield

ARG, BRA, CHI, CHN, COL, CZE, INDI, INDO, KOR,
MAL, MEX, PHI, POL, RUS, SLO, SAF, THA

Bloomberg

Interbank Spread Difference between 3-months interbank lending rate and
91-days T-bill yield

BRA, CHI, CHN, COL, CZE, INDI, INDO, KOR, MAL,
MEX, PHI, POL, RUS, SLO, SAF, THA

Bloomberg

Credit Total credit to private non-financial sector ARG, BRA, CHI, CHN, COL, CZE, INDI, INDO, KOR,
MAL, MEX, PHI, POL, RUS, SLO, SAF, THA, TUR

BIS

EMPI Exchange rate pressure resisted through FOREX inter-
vention, release through exchange rate changes

ARG, BRA, CHI, CHN, COL, CZE, INDI, INDO, KOR,
MAL, MEX, PHI, POL, RUS, SLO, SAF, THA, TUR

IMF

Debt-to-GDP Gross government debt to GDP ratio ARG, BRA, CHI, CHN, COL, CZE, INDI, INDO, KOR,
MAL, MEX, PHI, POL, RUS, SLO, SAF, THA, TUR

IMF

Primary Balance Revenue net of expenditure (net of interest payments) ARG, BRA, CHI, CHN, COL, CZE, INDI, INDO, KOR,
MAL, MEX, PHI, POL, RUS, SLO, SAF, THA, TUR

IMF

Real-estate prices Includes both residential property prices (RPP) and
commercial property prices (CPP)

ARG, BRA, CHI, CHN, COL, CZE, INDI, INDO, KOR,
MAL, MEX, PHI, POL, RUS, SLO, SAF, THA, TUR

BIS

Industrial production Economic activity measured using industrial production
index

ARG, BRA, CHI, CHN, COL, CZE, INDI, INDO, KOR,
MAL, MEX, PHI, POL, RUS, SLO, SAF, THA, TUR

IMF

Note: The above table provides a list of variables used for constructing country-level FCI using the DFM framework

described in equations (8) and (9). Variable description, country names and data source(s) are provided alongside.
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Table 3 Results: Estimated model coefficients with and without covariates
Baseline Augmented

Model Coefficients (1) (2) (3)
Bff 0.91*** 0.85*** 0.85***

(0.10) (0.10) (0.10)
Bfg -0.46*** -0.41*** -0.41***

(0.06) (0.07) (0.07)
Bgf 0.20** 0.27*** 0.27***

(0.09) (0.09) (0.09)
Bgg 0.56*** 0.51*** 0.51***

(0.07) (0.07) (0.07)
Cff – -0.18** 0.18**

– (0.09) (0.09)
Cfg – 0.14** -0.14**

– (0.06) (0.06)
AICc 247.29 242.5 242.5
Log-likelihood -112.91 -108.19 -108.19
Interaction Period 2000-2019 2000-2019 2000-2019
Covariate Period – 2000-2020 2000-2020

Note: The above table shows the maximum likelihood estimates for the interaction matrix of the state-space MAR model

described in equation (5)-(7). The model is estimated at the aggregate EM-level. Estimated standard errors are shown in

parentheses. Confidence intervals (CI) at the 5% level of significance and other model diagnostics are provided alongside.

Source: Authors’ calculations.
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Table 4 Results: Estimated model coefficients with different EM growth measures
Model Coefficients Median Growth Equal Weights WB - Weights IMF - Weights

(1) (2) (3) (4)
Bff 0.85*** 0.86*** 0.77*** 0.91***

(0.10) (0.10) (0.10) (0.10)
Bfg -0.41*** -0.32*** -0.18* -0.31**

(0.07) (0.06) (0.05) (0.08)
Bgf 0.27*** 0.35*** 0.25** 0.36***

(0.09) (0.10) (0.11) (0.09)
Bgg 0.51*** 0.56*** 0.81*** 0.52***

(0.07) (0.06) (0.07) (0.09)
Cff -0.18** -0.25** -0.25** -0.19**

(0.09) (0.09) (0.09) (0.08)
Cfg 0.14*** 0.18*** 0.06 0.15**

(0.06) (0.06) (0.07) (0.08)
AICc 242.50 218.33 225.6 272.9
Log-likelihood -108.19 -96.1 -99.74 -123.39
Interaction Period 2000-2019 2000-2019 2000-2019 2000-2019
Covariate Period 2000-2019 2000-2020 2000-2019 2000-2020

Note: The above table shows the maximum likelihood estimates for the interaction matrix of the state-space MAR model

described in equation (5)-(7). The model is estimated at the aggregate EM-level using different measures of annual EM

GDP growth. Estimated standard errors are shown in parentheses. Confidence intervals (CI) at the 5% level of significance

and other model diagnostics are provided alongside.

Source: Authors’ calculations.
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Table 5 Results: Model coefficients for different EM growth quantiles
Model Coefficients Q50 Q5 Q10 Q90 Q95

(1) (2) (3) (4) (5)
Bff 0.85*** 0.80*** 0.82*** 0.79*** 0.76***

(0.10) (0.10) (0.09) (0.11) (0.10)
Bfg -0.41*** -0.28*** -0.33*** -0.19** -0.12**

(0.07) (0.07) (0.06) (0.08) (0.06)
Bgf 0.27*** 0.27*** 0.30*** 0.17 0.14

(0.09) (0.09) (0.09) (0.10) (0.10)
Bgg 0.51*** 0.62*** 0.60*** 0.56*** 0.60***

(0.07) (0.08) (0.06) (0.11) (0.12)
Cff -0.18** -0.21** -0.22** -0.16 -0.17

(0.09) (0.09) (0.09) (0.10) (0.10)
Cfg 0.14** 0.13*** 0.15** 0.19** 0.22**

(0.06) (0.07) (0.06) (0.10) (0.11)
AICc 242.50 260.54 229.15 303.73 302.81
Log-likelihood -108.19 -117.21 -101.51 -138.81 -138.35
Interaction Period 2000-2019 2000-2019 2000-2019 2000-2019 2000-2019
Covariate period 2000-2019 2000-2020 2000-2020 2000-2020 2000-2020

Note: The above table shows the maximum likelihood estimates for the interaction matrix of the state-space MAR model

described in equation (5)-(7). The model is estimated at the aggregate EM-level using different quantiles for annual EM

GDP growth. Estimated standard errors are shown in parentheses. Confidence intervals (CI) at the 5% level of significance

and other model diagnostics are provided alongside. Source: Authors’ calculations.
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Table 6 Summary Results: Sign Test
Growth-inhibiting Effect: Bfg Growth-enhancing Effect: Bgf Covariate Effect: Cff Covariate Effect: Cfg

No. of countries with Expected sign 11 8 6 11

(+/-) and significant

No. of countries with Expected sign 4 6 4 5

but insignificant

Names of countries without Colombia, Russia China, Mexico, Brazil, Chile, China, Philippines and Russia

the expected sign and Thailand Russia and Thailand Colombia, Czech, Indonesia,

Poland and Turkey

Total # countries 18 18 18 18

Note: The above table shows a summary of results based on estimating the state-space MAR model described in equation

(5)-(7) at the individual country-level for all EMEs in our data sample. The results are based on inference drawn using a

standard 5% level of significance.

Source: Authors’ calculations.
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Appendices

A Measuring Financial Conditions – Dynamic Fac-
tor Model (DFM) approach

This study employs a dynamic factor model (DFM) in the spirit of Giannone et al. (2008).
Each time-series in a dataset is assumed to be driven by two orthogonal components: a
co-movement component, which represents a linear combination of a few common factors
r(r << n) and an idiosyncratic component, which is unique to each series. In other
words, a DFM assumes that an n-dimensional vector of stationary observed variables
(λ1,t, ..., λn,t) is driven by a vector of r unobserved dynamic factors (fi,t, ..., fr,t) as well
as some series-specific features, such as measurement errors, captured by idiosyncratic
errors (εi,t, ..., εn,t). Empirically, the DFM can be summarised in the following equation:

λi,t = γ′
iFt + εi,t, i = 1, . . . , n, t = 1, . . . , T (10)

where (γi,t, ..., γr,t) is an r - dimensional vector of loadings that does not vary over time.
The two components ζi,t = γ′

iFt and εi,t are orthogonal unobserved stochastic processes.
ζi,t = γ′

iFt is the linear combination of r unobserved common factors Ft reflecting the
bulk of the co-movement in the data. The idiosyncratic component εi,t, is assumed to
follow an AR(1) process:

εi,t = αiεi,t−1 + ei,t, ei,t ∼ iid N (0, σ2
i )

E[σi,t, σj,s] = 0 for i ̸= j
(11)

The above system of equations can be represented in a matrix notation as follows:

Xt = ΓFt + Πt

Xt = (λ1,t, λ2,t, · · · , λn,t)′

Πt = (ε1,t, ε2,t, · · · , εn,t)′

Γ = (γ1, · · · , γr)

(12)

The dynamic behaviour of the common factors modelled as an autoregressive process of
order one i.e., AR(1) can be shown as follows:
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Ft = AFt−1 + But (13)

After obtaining consistent parameter estimates through asymptotic principal components,
we employ the Kalman filter to derive more efficient estimates of the common factors.
Here, we use the two-step procedure developed by (Doz et al., 2011) to estimate the
model parameters. The algorithm is initialised by computing principal components, and
the model parameters are estimated by OLS regression, treating the principal components
as if they were the true common factors. This is a good initialisation, given that principal
components are reliable estimates of the common factors. For example, let S be sample
correlation matrix of a given dataset:

S = 1
T

T∑
i=1

XtX
′
t (14)

Then the r largest principal components are extracted from given sample correlation
matrix. Let D be the r × r diagonal matrix with diagonal elements given by the largest
r eigenvalues of S. Let V be the n × r matrix of corresponding eigenvectors such that
the normalisation gives V ′V = Ir. The common factors can be approximated by:

F̃ = V ′Xt (15)

Once we have estimated the common factors F̃ , we can estimate the factor loadings Γ
and the covariance matrix of the idiosyncratic components Π. This is done by regressing
the data series on the estimated common factors as follows:

Γ̂ =
∑

t

XtF̃
′
t(F̃tF̃

′
t)−1 = V (16)

The estimated covariance matrix of the idiosyncratic components Π̂ is as follows:

Π̂ = diag(S − V DV ) (17)

The dynamic factor equation parameters – A and B, can be estimated from VAR along
withe the common factors F̃t where Ft = AFt−1 + But. These estimates Γ̂, Π̂, Â, B̂, are
consistent as n, T → ∞ (Forni et al., 2000). Given the estimated parameters, in the
second step, an updated estimate of the common factors is obtained using the Kalman
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smoother. The re-estimates of the common factors from the Kalman filter are more
efficient than using the principal component method because the filter uses all the infor-
mation up to the period when the estimation has been made.
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B Constructing Financial Conditions Index (FCI) –
Role of Financial Stress and Vulnerabilities

The construction of a financial conditions index that combines stress and vulnerability
indicators, enables a comprehensive understanding of the financial system’s health. Fi-
nancial stress indicators tend to co-move with actual stress in the system so that they
rise/fall as financial stress in the system increases or decreases. On the other hand, vul-
nerability indicators accumulate slowly in a shock-free environment, providing minimal
signalling at the time. When an adverse shock impacts the economy, the vulnerabilities
amplify the financial stress, akin to a catalyst. The negative effects of future shocks
can be reduced, and the financial system’s resilience can be increased, if we monitor
and address financial conditions in a way that effectively combines information on stress
and vulnerabilities. Similar to Krishnamurthy and Muir (2017), this study categorizes
financial indicators into two types: fast-moving stress indicators (e.g., asset prices) and
indicators reflecting the gradual build-up of vulnerabilities in the system. These indica-
tors capture the evolving dynamics of financial conditions. In what follows, we discuss
and estimate different measures of financial conditions for each country in our EMDE
sample. Then, we use these indices to predict country-level GDP growth rates in an out-
of-sample forecasting exercise. We use the results derived from this forecasting analysis
to show what type of information is useful for constructing a holistic financial conditions
index for EMDEs.

Informational contribution of index constituents of Financial STRESS

The financial stress measures, developed through the sequential construction of indexes,
provide insight into the impact events reflected in the system. These measures are con-
structed using a sequential approach, incorporating various indicators to capture different
aspects of stress. One such measure is the domestic price of risk (DPOR) which includes
term spreads, sovereign spreads, and risk spreads relevant to key business sectors, and
asset returns and volatility from a financial market point of view. Increasing financial
stress is reflected in rising risk spreads, volatility and falling asset returns.

External risk factors circumscribe global financing conditions and the real channel of
terms-of-trade and commodities prices. The DPOR-EXT (DPOR-External) index ex-
pands on the DPOR by including an additional indicator, implied option volatility on
the domestic currency vis-a-vis the US dollar. This extension provides a more compre-
hensive view of risk indicators in assessing financial stress. Another alternative measure,
the DPOR-EMPI index, builds upon the DPOR-EXT by including exchange rate mar-
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ket pressure as an additional component. This index takes into account the impact of
exchange rate dynamics on financial stress, providing a better understanding of the in-
terplay between exchange rates and overall market conditions. To further enhance the
measurement of financial stress, the DPOR-MF (DPOR-Macro financial) index incorpo-
rates real indicators such as the industrial production index (IPI) and housing prices. By
including these real indicators, the DPOR-MF index offers a more holistic perspective on
the overall stress in the financial system. These alternative measures of financial stress,
namely DPOR, DPOR-EXT, DPOR-MF, and DPOR-EMPI, provide nuanced insights
into different aspects of stress levels in the financial system.

Informational contribution of index constituents of Financial VULNERABIL-
ITIES

To comprehensively assess financial conditions, we consider several alternative measures
of financial vulnerabilities encompassing a range of indicators that facilitate a holistic
understanding of potential risks within the financial system. One such measure is the
DPOR-AGG (DPOR-Aggregate) index, which combines banking indicators, such as sys-
tematic risk (S-Risk) and the prime lending rate with the DPOR-EMPI stress index.
This augmented index provides further insights into vulnerabilities that may develop in
the banking sector and their impact on overall financial conditions.

Furthermore, the DPOR-AGG-FISC index integrates the indicators from DPOR-AGG
with fiscal metrics such as the general government balance and debt-to-GDP ratio. By
incorporating fiscal variables, this index highlights the interplay between financial vul-
nerabilities and the fiscal health of the economy. Additionally, the DPOR-AGG-BAL
index combines the indicators from DPOR-AGG with balance-sheet metrics like credit
growth. This index offers valuable insights into vulnerabilities stemming from imbal-
ances within financial institutions’ balance sheets and their potential implications for the
broader financial system. Finally, to provide a comprehensive assessment of both stress
and vulnerabilities, the DPOR-ALL index amalgamates all the indicators from the stress
and vulnerability measures discussed above. This all-encompassing index allows for an
evaluation of the overall health of the financial system, capturing both immediate stress
events and underlying vulnerabilities.

Should we combine STRESS and VULNERABILITIES into an aggregate Fi-
nancial Conditions Index?

The question arises as to whether there is merit in combining stress and vulnerabilities
into a single aggregate financial conditions measure, or if doing so results in a loss of
information on account of aggregation across heterogeneous measures. To address this
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question, we employ a forecasting exercise based on a bridge equation framework in our
analysis. We utilize a parsimonious autoregressive (AR) model of GDP growth augmented
with current-period information on the financial conditions index (FCIs). Our analysis
focuses on all 18 EMDEs in our sample while using an estimation and forecast sample
approach. The training sample covers the period from the first quarter of 2000 to the
fourth quarter of 2015, while the forecast sample spans from the first quarter of 2016
to the fourth quarter of 2020. Out-of-sample performance of different measures of FCIs
including DPOR, DPORAGG, DPORAGGBAL, DPORAGGFISC, DPORAGGHOUS,
DPORAGGR, DPORALL, DPOREMPI, DPOREXT, DPORMF are assessed for a one-
quarter ahead horizon across all countries in our sample.11

The results obtained from the above forecasting exercise above are presented below. Ta-
ble 6 summarizes the forecast performance in terms of root mean squared error (RMSE).
Interestingly, the DPOR-ALL index consistently outperforms all other indexes for the
majority of EMDEs in our sample. This finding suggests that an index that integrates
information from both stress and vulnerabilities, encompassing a comprehensive set of in-
dicators, yields the most accurate near-term projections. The DPOR-ALL index demon-
strates its superiority in capturing the dynamics of these economies and providing a
reliable measure of downside risks to growth. Overall, these results support the efficacy
of employing the DPOR-ALL index in the model specification for EMEs, underscoring
the significance of incorporating a comprehensive assessment of both stress and vulnera-
bilities in forecasting GDP growth.

Table 7 Country-wise Out-of-Sample Root Mean Squared Error (RMSE)
DPOR DPORAGG DPORAGGBAL DPORAGGFISC DPORAGGHOUS DPORAGGR DPORALL DPOREMPI DPOREXT DPORMF AR1

ARG 4.17 4.84 4.84 4.43 4.81 4.84 4.39 4.40 – – 4.65
BRA 2.84 2.81 3.01 2.95 2.81 2.80 3.17 2.84 2.84 2.84 2.84
CHI 3.92 3.81 3.85 3.74 3.82 3.81 3.76 3.84 3.85 3.86 3.94
CHN 3.46 3.45 3.38 3.14 3.45 3.45 3.12 3.45 3.46 3.45 3.48
COL 5.16 5.13 5.10 5.10 5.14 5.13 5.04 5.14 5.16 5.16 3.96
CZE 2.71 2.72 2.71 2.71 2.72 2.70 2.68 2.74 2.76 2.74 2.76
INDI 6.54 6.55 6.57 6.51 6.55 6.55 6.51 6.54 6.54 6.54 6.74
INDO 2.34 2.33 2.39 2.47 2.33 2.33 2.59 2.36 2.38 2.39 2.32
KOR 1.36 1.45 1.45 1.39 1.47 1.43 1.38 1.44 1.43 1.44 1.35
MAL 6.17 6.23 6.24 5.38 6.23 6.23 5.48 6.20 6.17 6.18 4.78
MEX 4.20 4.29 4.21 4.10 4.28 4.18 4.08 4.18 4.15 4.02 4.36
PHI 4.33 4.63 4.64 4.60 4.63 4.60 4.41 4.63 4.55 4.52 4.33
POL 2.52 2.59 2.61 2.39 2.59 2.56 2.47 2.51 2.51 2.49 2.60
RUS 3.14 2.78 2.76 2.76 2.78 2.77 2.74 2.77 2.80 2.80 2.29
SLO 4.48 4.52 4.51 4.48 4.52 4.52 4.48 4.49 4.53 4.53 4.68
SAF 2.68 3.50 3.40 3.45 3.48 3.50 3.37 3.03 2.78 3.07 2.68
THA 4.59 4.45 4.51 4.35 4.45 4.45 4.33 4.45 4.47 4.51 3.03
TUR – 6.19 6.22 6.17 6.18 6.24 6.13 – – – 5.35

11The model specification includes a parsimonious AR (1) model of GDP growth that includes infor-
mation from the current period FCIs: gQ

t = µ + α′gQ
t−1 + β′FCIQ

t + εQ
t .
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