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Abstract

Post-pandemic challenges have necessitated a re-evaluation of nowcasting models
for Indian GDP. A significant issue is the availability of diverse high-frequency in-
dicators (HFIs) with distinct lead-lag relationships to GDP. We have used a mixed-
frequency multi-factor vector autoregressive (VAR) model to incorporate various
HFIs in our nowcasting model. The data in the model, include nominal HFIs,
survey-based HFIs, HFIs related to the labor market, and HFIs related to real eco-
nomic activity. Current nowcasting models for India focus solely on overall GDP
nowcasts, neglecting the individual contributions of each HFI. To address this, we
calculate the impact of each HFI on GDP nowcast revisions with new data releases.
Another challenge arises from COVID-19 disruptions, which have caused outlier val-
ues in HFIs and distorted model parameters. We introduce the Oxford Stringency
Index and a novel data transformation to address this challenge, which reduces the
sensitivity of models to large shocks and enables them to handle unexpected events
without overreacting. This transformation can add significant value to the forecast-
ing literature involving outliers.
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1 Introduction

Macroeconomic policymaking relies on forward-looking assessments of the economy, yet
official estimates of key macroeconomic indicators such as GDP often come with a lag.
To address this gap, central banks have increasingly relied on nowcasting models, which
provide timely, forward-looking insights into vital macroeconomic indicators like GDP.
Nowcasting involves estimating the current or near-future state of a lower-frequency target
variable using available high-frequency indicators (HFIs) prior to the release of official
estimates of the target variable. For example, we can use nowcasting to estimate the
current and near-future state of India’s GDP, which is released at quarterly frequency with
an eight-week lag. The HFIs, available at monthly, weekly, or daily frequencies, contain
relevant information about GDP ahead of official GDP numbers. Thus, nowcasting is
distinct from forecasting as it emphasizes measuring the target variable’s current status
rather than predicting its future state.

Following its economic liberalization in 1991, India, which was largely a closed economy
before then, has fully integrated into the global economy. Global events, such as the 1997-
Asian Financial Crisis, the 2007-08 Global Financial Crisis, and other events, including
COVID-19, have a visible impact on the Indian economy. Since reforming and opening
up, the government has implemented a series of reforms to restructure and upgrade the
economy.

India’s reforms have positioned the country as the 5th largest in terms of GDP, with pro-
jections to rise to 3rd place by 2030. Maintaining macroeconomic stability is crucial for
maintaining this growth trajectory. In this regard, an improved nowcast of Indian GDP
would offer valuable insights into the current economic landscape, aiding in macroeco-
nomic surveillance for policymakers. Furthermore, given the significant impact of GDP
announcements on financial markets, precise nowcasting can help align market expecta-
tions with actual economic performance. Overall, improving India’s GDP nowcast per-
formance may help to promote economic stability, guide decision-making processes, and
facilitate efficient resource allocation.

Nowcasting GDP for emerging markets, including India, is extremely challenging due
to the relatively short time span of available macroeconomic data, missing observations
during the sample periods, variances in data quality, and the swiftness of continuous struc-
tural change. Over the last decade, there has been a notable focus on GDP nowcasting in
India, aiming to provide accurate estimates for the current and upcoming quarters. Bhat-
tacharya et al. (2011); Dahlhaus et al. (2017); Bragoli and Fosten (2018); Iyer and Gupta
(2019a,b); Bhattacharya et al. (2019); Bhadury et al. (2021); Bhattacharya et al. (2023);
Ghosh and Ranjan (2023) are notable nowcasting attempts for Indian GDP. Bragoli and
Fosten (2018) compare the nowcasts from the first release of GDP to those from the final
release to assess the differences in their predictability. Furthermore, the model uses nomi-
nal and international series to proxy the missing employment and service sector variables
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in India, and it finds that predictability of GDP nowcast increases for the final estimates.
The informal sector’s contribution to the GDP is relatively large, and this contribution
is difficult to quantify. To tackle this challenge, it is important to look for survey data
(Bhattacharya et al. (2011)) or other proxy series such as nominal and international series
as in Bragoli and Fosten (2018), or rainfall deviation as in Iyer and Gupta (2019b). Iyer
and Gupta (2019b), show that rainfall has a high predictive content for India as a large
proportion of the labour force is involved in agriculture and allied activities. Iyer and
Gupta (2019a) use a Bayesian VAR approach to forecast economic growth in India on a
quarterly basis, and finds that Bayesian VAR models are able to capture the dynamics of
Indian growth well. However, there are several challenges that have emerged in the post-
pandemic period that require a redesign of the existing nowcast models for nowcasting
Indian GDP.

To begin with, a range of high-frequency indicators (HFIs) providing relevant information
on India’s GDP are now accessible. This data includes hard statistics on real economic
activities, such as the Index of Industrial Production (IIP), survey-based data, such as
the Purchasing Managers’ Index (PMI), and monthly labor market data, including rural
and urban unemployment rates. Different variables show different lead-lag relationships
with GDP. For instance, the labor market is generally moving with a lag in economic
activity, and survey-based data are expected to be the leading indicators Antolin-Diaz
et al. (2024). Thus, a single-factor approach to nowcasting Indian GDP (Bhadury et al.
(2021)), or multi-factor approach (Bhattacharya et al. (2023)) in which all HFIs load on all
factors, may not be the best approach. To account for potential heterogeneity in the lead-
lag relationship of different kinds of HFIs, we propose a mixed-frequency multi-factor VAR
model that includes a nominal factor to summarize price information and cost pressures,
a soft factor to summarize survey data, and a labor factor to summarize labor market
information in addition to real economic activity factor which summarizes information
pertaining real economic activity. Our model captures the lead-lag relationships between
factors and the target variables by considering both the contemporaneous values of factors
and their lags.

The COVID pandemic’s disruptions to the data-generating process, which result in outlier
values in both target variables and HFIs, present the next challenge for nowcasting mod-
els in forecasting Indian GDP in recent years. The outliers distort the model’s estimated
parameters due to extreme observations, resulting in forecast errors in normal times. To
counter this, we have used the Oxford Stringency Index for India as an additional HFI.
The Oxford Stringency Index is an index quantifying the extent of lockdown restrictions
imposed by different countries at different points in time during the pandemic. Due to
lockdown restrictions, we used the stringency index as an additional HFI to ameliorate
distortions in the parameter estimates for different HFIs. However, introducing the strin-
gency index is not sufficient to reduce the model parameters’ sensitivity caused by the
pandemic. Alternatively, to reduce the sensitivity of the model parameters to such shocks,
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we transform the data using the Sigmoid function1. Sigmoid transformation is one of the
earliest transformation to be used as an activation function in the neural network liter-
ature, and helps in capturing the non-linearity present in the data. The transformation
suppresses outliers to zero (one) for large negative (positive) x, while maintaining the
linear properties near x = 0, and is often used in the forecasting literature (Özkan (2013);
Jahn (2020)). In other word, the transformation reduces the sensitivity of data to outliers.

The other challenge that earlier nowcasting models for the Indian economy faced was
that they focused only on the final aggregate GDP nowcasts. However, in the case of
the revision of nowcasts after the release of new data on HFIs, policymakers are now
interested in a more granular analysis and want to know the precise sectors or HFIs that
are causing the revision. To our knowledge, no study has systematically identified and
quantified the impact of data revisions and new releases from each HFI on India’s GDP
nowcasting. In this paper, we quantify the impact of any new data release or revision in
the pre-released data on GDP nowcasts, and we decompose the impact of data releases
on the nowcasts to each HFI. This allows us to precisely identify which HFIs are causing
the revisions in the nowcast.2

The recent debate to find suitable deflators for estimating India’s real GDP growth adds
an additional dimension to the existing nowcasting models of Indian GDP. According to
the Crisil (2017), non-alignment of manufacturing GDP and IIP is due to divergent WPI
and CPI series. Sengupta (2022), has argued that due to the single deflator method used
to calculate real GDP in India, in cases of significant divergence between the WPI and
CPI, there is divergence between real GDP growth and predicted GDP growth using the
HFIs of real economic activity. Therefore, we have incorporated an extra nominal factor
into our multi-factor VAR model to consider the potential influence of prices and supply
chain pressures on GDP forecasts. We load the nominal factor on the ratio of CPI to
WPI in order to capture the divergence between the CPI and WPI, while HFIs, such as
the IMF commodity price index and the Baltic dry index, indicate global supply chain
pressures.

This paper joins the growing literature on evaluating the relative success of nowcasting
models in India. We contribute to the literature in a number of ways. Firstly, in the
literature on nowcasting Indian GDP, we decompose the GDP nowcast using blocks of
real, nominal, survey, and labor data and examine the impact of new data releases on
GDP. Secondly, on the methodological front, we use a sigmoid transformation to reduce
the model parameters’ sensitivity to large shocks, using a frequentist approach. Our
nowcasting model is flexible enough to be adapted for predicting GDP in other emerging
market economies facing challenges due to economic shocks like COVID-19.

The rest of the paper is organised as follows: Section 2 deals with the literature review,

1Sigmoid(x) = 1
1+exp(−x)

2The decomposition of the impact of data releases on the nowcasts to each HFI is only possible for
the multi-factor model with untransformed data, and not in the case of model with transformed data.
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and Section 3 focuses on the literature gap and the contributions of the study. Section 4
contains the methodology, and Section 5 discusses the results. Finally, Section 6 provides
conclusion of the study..

2 Literature Review

The nowcasting literature has gained traction in the past two decades, addressing the
challenge of timely estimation of key economic variables like GDP, which is essential for
forward-looking policymaking. Techniques such as dynamic factor models and Bayesian
vector autoregressions have emerged as significant tools for nowcasting, emphasizing the
importance of early data exploitation for improving forecast accuracy. Another strand
of nowcasting literature using machine learning methods Richardson et al. (2021); Ghosh
and Ranjan (2023); Zhang et al. (2023) has gained traction in the recent past.

Dynamic factor models have been utilised to construct indices of economic indicators,
representing a model-based aggregation approach. Stock and Watson (1989) initially pi-
oneered the application of factor models for developing business cycle indices. From an
econometric standpoint, employing factor models to monitor macroeconomic conditions
stems from the fundamental insight that information from various aspects and sectors of
the economy can be viewed as imperfect measures of a latent common business cycle fac-
tor. A robust finding in this area of research is that a few common factors can effectively
capture the key features of business cycle fluctuations. This discovery, first documented by
Sargent and Sims (1977), has been further supported by using high-dimensional macroe-
conomic data, as demonstrated in Giannone et al. (2004); Watson (2004).

Following Giannone et al. (2008), DFM based nowcasting framework became the workhorse
model of short-term forecasters (Liu et al. (2012), Giannone et al. (2013) Dias et al. (2015),
Rusnák (2016), Jiang et al. (2017), Bragoli and Fosten (2018), Caruso (2018)) at many
central banks and other institutions. The framework can accommodate a potentially
large number of variables by summarizing the information with a few common factors,
thus overcoming the so-called curse of dimensionality (Stock and Watson (2002); Bernanke
and Boivin (2003)).

Vector autoregression (VAR) models are also widely used in macroeconomics for jointly
modelling the dynamics of economic variables. In these general linear models, each vari-
able depends on its own past values and the past values of all other variables, with the
pattern of correlation in forecast errors left unconstrained. Bayesian VARs (BVARs) add
a layer of complexity by incorporating a naive prior model that assumes all variables are
independent white noise or random walks. Early proponents of VAR models in economics,
such as Sims (1980); Doan et al. (1984), advocated for the use of Bayesian VARs. Recent
research has shown that Bayesian VARs are closely connected with factor models and
are well-suited for analysing big data, as demonstrated by De Mol et al. (2008); Banbura
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et al. (2010b); Antolin-Diaz et al. (2017, 2024).

These methods offer robust statistical frameworks for aligning monthly data with quar-
terly targets and refining real-time economic assessments and policy decisions. Advance-
ments in these models have enabled the development of automated platforms for real-time
monitoring of macroeconomic conditions. Economists delve into a wealth of economic data
released by statistical agencies, private and public surveys, and various sources to evaluate
the state of the economy. Over time, multiple approaches have developed and utilised to
address the significant challenge of distinguishing meaningful signals from noise.

A prominent example of nowcasting using big data is the New York Fed Staff Nowcast,
introduced in April 2016 (Aarons et al. (2016)). In the pre-COVID period, this platform
issued GDP growth estimates for the current and subsequent quarters each Friday, lever-
aging up-to-date data releases to refine its predictions. This nowcasting model extracts
the latent factors that drive movements in the data and produces a forecast of each eco-
nomic series that it tracks. If the actual release for that series differs from the model’s
forecast, this ‘news’ impacts the current forecast of GDP growth, mirroring the process of
market analysts and policymakers, who continually update economic assessments based
on new information. However, nowcasting the GDP has become increasingly complex in
the aftermath of the COVID-19 pandemic, given the uncertainty and structural changes
that have emerged during this period.

The New York Fed Staff Nowcasts 2.0 (Baker et al. (2023)) was introduced in September
2023 to address the shortcomings of the model during the pandemic. To better handle
the extreme data releases seen during the pandemic, this paper introduced additional
blocks of data (nominal and COVID factors). In addition, the new model introduced
stochastic volatility and outlier adjustment to the latent variable dynamics. The non-
linear dynamics in the factor update equations reduce the model’s sensitivity to large
shocks, ensuring that it can handle smaller surprises as normal without overreacting to
the drastic deviations observed during the COVID-19 pandemic. The point forecast was
estimated using a Bayesian estimation approach, similar to Antolin-Diaz et al. (2024).

As previously discussed, GDP forecasting in the Indian context has gained attention over
the past decade. Notable attempts at nowcasting GDP or Gross Value Added (GVA) in
India using the dynamic factor include studies by Bragoli and Fosten (2018); Iyer and
Gupta (2019a); Bhadury et al. (2021); Ghosh and Ranjan (2023); Kaustubh et al. (2024);
Bhattacharya et al. (2019, 2023). In this paper, we construct a multi-factor dynamic model
to estimate India’s GDP using soft indicators, nominal factors, and the labour market
related indicators, in addition to the real high-frequency economic activity indicators,
and the model also provides the source of change in GDP nowcast. However, unlike Fed
Staff Nowcasts 2.0 (Baker et al. (2023)), we have adopted a frequentist approach and
have normalized the drastic deviations observed during the COVID-19 by either using
the stringency index, or using nonlinear data transformation.
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3 Literature Gap and Contributions of the study

The literature on nowcasting Indian GDP has primarily focused on single-factor models
(Bhadury et al. (2021)), where HFIs related to real economic activity are compressed into
a single monthly economic activity factor to calculate the GDP growth nowcast. However,
many other types of HFIs related to the Indian economy are available, such as survey-
based data (e.g., PMI), cost and supply chain pressure indicators, and labor market
indicators, etc. Including these additional HFIs in the nowcasting model can enhance
its performance. However, a single-factor approach may not be ideal in this case due
to the potential lead-lag relationships among different data types. In this regard, given
the advantages of a multi-factor GDP nowcasting model in the presence of various types
of high-frequency indicators (HFIs), Bhattacharya et al. (2019, 2023) developed multi-
factor models for nowcasting Indian GDP. They used PCA to create multiple factors
by compressing the maximum variations of HFIs into a few factors. However, unlike
Bhattacharya et al. (2019, 2023), our approach involves creating multiple factors based
on economic intuition rather than relying solely on statistical techniques like PCA. We
focus on factors such as real economic activity, cost pressures, survey-based data, and
labor market data. This approach allows for richer macroeconomic surveillance, as in
addition to calculating GDP growth nowcast, we can also track monthly movements in
these factors to provide a summarized view of real economic activity, cost pressures,
survey-based data, and the labour market. In contrast, factors derived mechanically from
statistical techniques like PCA are often difficult to interpret economically and primarily
serve to provide final GDP nowcast estimates. The above-explained factors are modeled
in a mixed-frequency multi-factor vector autoregressive (VAR) framework to capture the
lead-lag relationship between the factors.

The other downside of the earlier nowcasting models for the Indian economy is their sin-
gular focus on the final aggregate GDP nowcasts. However, as policymakers increasingly
prioritize a more detailed analysis following revisions of nowcasts after the release of new
HFI data, there is a growing interest in understanding the precise sectors or HFIs respon-
sible for these revisions. As far as we know, there hasn’t been any GDP nowcasting model
for the Indian economy in existing literature that allows for a breakdown of the changes in
GDP nowcasts following a new data release. This breakdown is necessary to pinpoint and
measure the influence of data revisions and new data releases of HFIs on GDP nowcasts.
In this paper, we aim to quantify the impact of any new data release or revision in the
pre-released data and decompose the effects of data releases on the nowcasts for each HFI.
This approach allows us to precisely discern which surprises in specific HFIs are driving
the revisions in the nowcast.

In our analysis, we also introduce additional indicators to capture the divergence between
predicted growth based on real economic activity and actual GDP growth affected by
price fluctuations and supply chain disruptions. Indicators such as the ratio of CPI to
WPI, the Baltic dry index, and the IMF commodity price index are employed to gather
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information related to supply shocks impacting GDP.

The New York Fed Staff Nowcasts 2.0 (Baker et al. (2023)) deals with outliers in the
HFIs momentum due to economic disruptions like COVID through non-linear Bayesian
DFM estimation incorporating stochastic volatility and outlier detection in the model.
However, in our model, we have transformed data using sigmoid function before the DFM
estimation to ameliorate the impact of outliers in HFIs momentum in the estimation.
Additionally, in the model with no transformation, we utilize the Oxford Stringency Index
to account for disruptions caused by lockdowns or movement restrictions, reducing the
impact of outlier data during the pandemic on parameter estimation. Both approaches
have effectively minimized the impact of outliers, leading to improved nowcasts in the
post-pandemic period.

To summarize, our contributions are twofold. Firstly, in the literature on nowcasting
Indian GDP, we decompose the GDP nowcast using blocks of real, nominal, survey, and
labor data, and examine the impact of new data releases on GDP. Secondly, on the
methodological front, we use a sigmoid transformation to reduce the model parameters’
sensitivity to large shocks.

4 Methodology

4.1 Data Transformation

Major disruptions like COVID-19 interfere with the data-generating process, causing out-
liers in both the target variable and HFIs3. These disruptions make the parameters highly
unstable and sensitive to shocks. To reduce this sensitivity to large shocks, we make the
following transformation. We first standardized the momentum of HFIs4 and then ap-
ply the sigmoid transformation on the standardized momentum using equation 1 and 2.
Equation 1 is a linear transformation (also called z-tranformation) of the Yi, the mo-
mentum of ith HFI, and is computed by subtracting its mean µ(Yi) and then dividing it
by its standard deviation σ(Yi). Equation 2 is nonlinear transformation applied on the
z-tranform of the HFI momentum. As seen in equation 2, we have introduced a non-
negative parameter wi that is first multiplied with the z-tranform of the HFI momentum
of ith variable before applying Sigmoid transformation. The parameter wi determines the
transformation’s sensitivity to outliers, with a higher wi data becomes less sensitive to
outliers (Figure 1).

z(Yi) =
Yi − µ(Yi)

σ(Yi)
(1)

3Data source and their availability period is described in Table 9 of the Appendix
4All the HFIs are deseasonalized before computing the momentum
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yi = Sigmoid(wi ∗ z(Yi)) =
1

1 + exp(−wi ∗ z(Yi))
where wi > 0 (2)

As discussed, to mitigate the impact of outlier events like COVID-19 on the model’s
overall forecasting performance, we transform the momentum of the HFIs using Sigmoid
function. The smaller value of the transformation parameter wi implies impact of outliers
is high in the model, whereas higher wi decreases the impact of the outlier data. Sigmoid
function is a function from (−∞,∞) to (0, 1). For larger value of x, it suppresses the
data close to 1. This helps in suppressing outlier value, while maintaining properties of
linear mapping for values close to x = 0.

Figure 1: Sigmoid Transformation at different w

To find the value of the parameter wi, we have used analytical approach, in which we
have chosen the value of wi based on the ratio of volatilty between the momentum of HFI
Yi and the momentum of GDP in both long run and in the recent past (See Equation
3). The ratio is chosen such that the higher volatile series flatten out, and the highly
volatile HFI has lower contribution to the GDP growth nowcast. While transforming the
momentum, we consider both series variance as well as short term variance. It reduces the
impact of HFIs which has high volatility in the last 12 months. This helps in ameliorating
the impact of one time shocks such as COVID-19 on the overall forecasting performance
of the model.
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wi =
σ(Yi)σ

′(Yi)

σ(GDP )σ′(GDP )
(3)

where σ(Yi) and σ(GDP )5 are the standard deviation of Yi and GDP , respectively, and,
σ′(Yi) and σ′(GDP ) are the standard deviation of Yi and GDP , respectively, over last
one year.

Figure 2 illustrates the transformation weight for Air Cargo and IIP Electricity at
different time. During 2013-14, there was a simultaneous shock to Air Cargo and IIP
Electricity, and the transformation to the series is similar for both HFIs. However, during
Covid Shock, there was forced lockdown contributing to very high volatility in Air Cargo,
and its impact was reduced for nowcasting GDP, however the volatility of IIP electricity
didn’t see such drastic change.

Figure 2: Transformation Weight

5Our primary focus is on improving the GDP nowcast. To improve the GVA nowcast, one should use
the standard deviation of GVA.
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4.2 State Space Description

We nowcast GDP using a mixed frequency (monthly and quarterly) multi-factor in a state
space framework using an expectation maximization algorithm similar to Banbura et al.
(2010a) for both trnasformed data and with an additional HFI (Oxford stringency index)
for the untransformed data .

The state space representation of the model is as follows: The yi,t denotes month-on-
month (M-o-M) percentage change of the ith monthly high frequency indicator at time t.
f1,t, · · · , fr,t are the unobserved factors at time t that are linked to the HFIs through the
observation equations shown in equation 4. εi,t is the idiosyncratic error for the ith HFI
and γi,r denotes the factor loading of the rth factor on the ith HFI.

yi,t = µi + γi,1 ∗ f1,t + · · ·+ γi,r ∗ fr,t + εi,t (4)

The unobserved factors are modelled as VAR with order p6, as shown in the transition
equation below (equation 5), where ft denotes the vector of all factors and a1, a2, · · · , ap
are the matrices of the autoregressive components of the VAR.

ft = a1 ∗ ft−1 + · · ·+ ap ∗ ft−p + ηt, ηt ∼ N(0, σ2
f ) (5)

Finally, the idiosyncratic errors of the HFIs εi,t in equation 4 are modelled as an AR(1)
process, as shown in equation 6 below.

εi,t = ρi ∗ εi,t−1 + ξi,t, ξi,t ∼ N(0, σ2
i ) (6)

We have modelled quarterly variables similar to Banbura et al. (2010a). The quarterly
variable, like GDP, at the quarterly level denoted as GDPQ

t , t = 3, 6, 9, · · · is modeled as
the sum of unobserved monthly contributions GDPM

t , as shown in equation 7.

GDPQ
t = GDPM

t +GDPM
t−1 +GDPM

t−2 (7)

Following Mariano and Murasawa (2003), the QoQ percentage change ofGDPQ
t , yQt can be

approximated to a linear combination of lags of MoM momentum of unobserved monthly
contributions GDPM

t , yt as described in equation 8.

yQt = yt + 2 ∗ yt−1 + 3 ∗ yt−2 + 2 ∗ yt−3 + yt−4 (8)

6In our model, p = 4
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The momentum of unobserved monthly contributions GDPM
t , yt is modelled to have the

same factor representation as the monthly HFIs shown in equation 9 and 10.

yt = µQ + γ1 ∗ f1,t + · · ·+ γr ∗ fr,t + εQt (9)

εQt = ρQ ∗ εQt−1 + ξQt , ξQt ∼ N(0, σ2
Q) (10)

The model is estimated using the Expectation Maximization (EM) algorithm using Max-
imum Likelihood, as in Banbura et al. (2010a). The EM algorithm begins by calculating
the principal components of the HFIs listed in the given factor, and the model param-
eters are then estimated using OLS regression, treating the principal components as if
they were the true common factors. As the principal components are reliable estimates of
common factors for large datasets, it is the initialization point for the algorithm. In the
next step, using the estimated parameters, an updated estimate of the common factors
and model parameters is obtained through the Kalman smoother. The process stops when
convergence is reached by maximizing the log-likelihood.

4.3 Factors and Indicators description

The nowcasting model in the study has four unobserved factors. The first factor, the real
economic activity index, loads the monthly HFIs that represent real economic activity.
They are primarily volume indicators of real economic activity. The nominal index, the
second factor, loads HFIs with information about prices and global supply chain pressures.
The third factor, the Soft Index, loads survey-based data, such as PMI Manufacturing
and Services. Finally, we load HFIs related to the labour market into the fourth index,
the labour index. The selection of factors and HFIs listed are similar to that of Baker
et al. (2023). However, unlike Baker et al. (2023), who load all HFIs into a global factor,
we load only HFIs related to real economic activity into our factor, leaving out high-
frequency indicators related to prices, surveys, and the labour market. This allows us to
model the lead-lag relationships between HFIs in the real economy, the labour market,
the nominal economy, and survey-based HFIs without overlapping in the VAR setting.

Table 1 provides a comprehensive list of HFIs and quarterly indicators used in the model.
The table provide details on the transformation applied to each indicator prior to their
inclusion in the model, as well as the list of indicators loaded into each factor.
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Table 1: HFIs and Quarterly Indicators

Domestic Air
Cargo

Monthly Monthly % Change

Auto Sales Monthly Monthly % Change

IIP Con-
sumption

Monthly Monthly % Change

Nong Import Monthly Monthly % Change

Rail Freight Monthly Monthly % Change

Goods Ex-
port

Monthly Monthly % Change

Foreign
Tourists

Monthly Monthly % Change

IIP Core Monthly Monthly % Change

Domestic Air
Passengers

Monthly Monthly % Change

IIP Cement Monthly Monthly % Change

IIP Electric-
ity

Monthly Monthly % Change

IIP Manufac-
turing

Monthly Monthly % Change

Rail Passen-
gers

Monthly Monthly % Change

PMI Manu-
facturing

Monthly Level

PMI Services Monthly Level

Crude Steel
Consumption

Monthly Monthly % Change

Petrol Con-
sumption

Monthly Monthly % Change

Vehicle Regis-
tration

Monthly Monthly % Change

GST Revenue Monthly Monthly % Change

Series Name Frequency
Real
Activ-
ity

Nominal Survey Labour Transformations

Continued on next page
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Table 1: HFIs and Quarterly Indicators (Continued)

Sea Cargo Monthly Monthly % Change

IIP Capital
Goods

Monthly Monthly % Change

Tractor Sales Monthly Monthly % Change

Electricity
Demand

Monthly Monthly % Change

Stringency
Index

Monthly Level Change

Ratio CPI to
WPI

Monthly Monthly % Change

Baltic Dry In-
dex

Monthly Monthly % Change

IMF Com-
modity Price
Index

Monthly Monthly % Change

Naukri Jobs-
peak

Monthly Monthly % Change

CMIE Urban
Unemploy-
ment

Monthly Monthly % Change

New EPFO
Subscribers

Monthly Monthly % Change

CMIE Rural
Unemploy-
ment

Monthly Monthly % Change

E-Way Bills Monthly Monthly % Change

Hotel Oc-
cupancy
Rate

Monthly Monthly % Change

Series Name Frequency
Real
Activ-
ity

Nominal Survey Labour Transformations

Continued on next page
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Table 1: HFIs and Quarterly Indicators (Continued)

Average Rev-
enue Per
Available
Room

Monthly Monthly % Change

Gross Domes-
tic Product

Quarterly
Quarterly %
Change

Gross Value
Added

Quarterly
Quarterly %
Change

Series Name Frequency
Real
Activ-
ity

Nominal Survey Labour Transformations

4.4 Nowcast Evaluation using Root Mean Square Error (RMSE)

The nowcast evaluation is based on an out-sample one-period ahead rolling window evalu-
ation using the root mean square error (RMSE) as the metric for the time period between
2021: Q1 and 2024: Q2. We have evaluated the model performance when we have 1
month of HFIs data, 2 months of HFIs data, and all 3 months of HFIs data for the quar-
ter for which evaluation is being conducted. To highlight the importance of incoming HFIs
data in improving the nowcasting performance, we have also calculated the RMSE when
there is no data on HFIs for the given quarter and the nowcast is based on HFIs data only
up to the previous quarter. The RMSE is computed for the Benchmark Model ARIMA,
single-factor and Multi-Factor Models for both untransformed and transformed data. The
robustness of the model comparision is further tested using Diebold and Mariano Test
(Diebold and Mariano (1995); Diebold (2015)).

4.5 News and Nowcast update

As shown in equation 11, the nowcast revision is expressed as a weighted sum of news
from the released data of various indicators. The nowcast revision is given on the left-
hand side of equation 11, where Ων denotes the information available at time ν and Ων+1

denotes the information available up to time ν + 1. Ων ⊆ Ων+1 and Ων+1 \ Ων is the set
of news released between time ν and ν + 1. Assuming ν + 1 is the next release date for
indicators following time ν, then Ων+1 \Ων comprises the news from the set of indicators
released on date ν + 1. Jν denotes the set of indicators with release date ν.

Let E[yQt |Ων+1] denotes the prediction about yQt given the information set Ων+1 and
E[yQt |Ων ] denotes the prediction about yQt given the information set Ων . The difference
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between them is the change in the nowcast from the time ν to ν + 1, or the impact of
news from the indicators Jν+1 released on date ν + 1. The news is defined as the change
in the expected value of the jth HFI for date t between time ν and ν + 1. Similarly
xj
t,ν = E[xj

t | Ων ] is the projected value of the jth HFI at time t, as of time ν and xj
t

is the true value released on date ν + 1 . The weights bj,t,ν+1
7 given to each indicator

is determined using the Kalman gain which depends on signal to noise ratio of the HFI
associated with each indicator (Banbura et al. (2010a)).

E[yQt |Ων+1]− E[yQt |Ων ] =
∑

j∈Jν+1

bj,t,ν+1(x
j
t,ν+1 − E[xj

t | Ων ]) (11)

The right-hand side of equation 11 denotes the weighted sum of the difference between
released value and expected value of the HFIs released on date ν + 1. We use equation
11 to compute the impact of data releases on GDP nowcast at different time.

5 Results

5.1 DFM Results

Table 2 shows the factor loadings of the monthly HFIs for all four factors explained earlier.
The factor loadings for the Real Economic Activity Index largely align with expectations,
showing negative values for the Stringency Index, and positive values for the HFIs that
reflect real economic activity. As previously discussed, the nominal index reflects the
pressures on the supply chain in the economy, resulting in positive loadings for the Baltic
dry index and commodity prices, and a negative loading for the ratio of CPI to WPI. This
divergence between CPI and WPI in India, we hypothesize, indicates higher profitability
due to lower input costs and higher output prices. As expected, the soft indicators have
positive weights for PMI indicators both manufacturing and services. Finally, the Labour
Index has positive weights for Naukri Jobspeak job postings and negative weights for
rural and urban unemployment numbers. A positive factor loading of the monthly HFI
indicates that, as the momentum of the HFI increase, the GDPmomentum is also expected
to increase, if the factor loading of that factor for GDP is positive and vice versa if the
factor loading of that factor for GDP is negative. Similarly, a negative loading of the
monthly HFI means that when the momentum of HFI increases, the GDP momentum is
expected to fall, if the factor loading of that factor for GDP is positive and vice versa

7It is worth noting that for t large enough so that the Kalman filter has approached its steady
state, the weights bj,t,ν+1 will be uniquely defined and doesn’t depend on a particular realisation of xj

under the Gaussian assumption for xj . Please refer to equation 13 of Antolin-Diaz et al. (2024) for the
computation of bj,t,ν+1. The Gaussian assumption is violated when we transform the data using sigmoid
transformation, and therefore the impact of each HFIs can’t be computed using the transformed data in
case of simultaneous release of data.
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if the factor loading of that factor for GDP is negative. An incorrect sign can lead to
a misinterpretation of the relationship between the target variable GDP and the latent
factor HFI.

Table 2: Factor Loadings for Monthly Series

Real

Domestic Air Cargo 0.24 0.25

Auto Sales 0.25 0.11

IIP Consumption 0.28 0.30

Nong Import 0.12 0.14

Rail Freight 0.22 0.28

Goods Export 0.21 0.16

Foreign Tourists 0.17 0.19

IIP Core 0.25 0.32

Domestic Air Passengers 0.24 0.17

IIP Cement 0.26 0.28

IIP Electricity 0.18 0.29

IIP Manufacturing 0.29 0.30

Crude Steel Consumption 0.21 0.12

Petrol Consumption 0.24 0.26

Vehicle Registration 0.09 0.06

GST Revenue 0.16 0.11

Sea Cargo 0.07 0.14

IIP capital Goods 0.25 0.18

Tractor Sales 0.23 0.09

Electricity Demand 0.18 0.27

Stringency Index −0.17 NA

E-Way Bills 0.16 0.16

Hotel Occupancy Rate 0.11 0.14

Average Revenue Per Avail-
able Room

0.08 0.13

Activity
Index
Type

Series Name
Loading
(Untrans-
formed)

Loading
(Trans-
formed)

Continued on next page
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Table 2: Factor Loadings for Monthly Series (Continued)

Nominal

Ratio CPI to WPI −0.63 −0.69

Baltic Dry Index 0.41 0.27

IMF Commodity Price Index 0.65 0.67

Soft
PMI Manufacturing 0.71 0.71

PMI Services 0.71 0.71

Labour

Naukri Jobspeak 0.60 0.86

CMIE Urban Unemployment −0.49 −0.29

New EPFO Subscribers 0.37 0.34

CMIE Rural Unemployment −0.50 −0.22

Activity
Index
Type

Series Name
Loading
(Untrans-
formed)

Loading
(Trans-
formed)

Table 3 shows the factor loadings of each factor for the quarterly indicators. The signs of
the loadings are according to expectation, as the loading for the Real Economic Activity
Index is positive. The loading for the nominal index is negative as it indicates the cost
pressures in the economy. The loadings for the soft index and labour index are positive,
as expected. Note that the quarterly indicators load on four lags of the indicators, unlike
the monthly HFIs, which only load on contemporaneous factors. However, the loading
of the lag of the factors are the multiples of the loadings of the contemporaneous factors
based on equation 8.

Table 3: Factor Loadings for Quarterly Variables (Untransformed)

Gross Domestic Product 0.05 −0.02 0.01 0.12

Gross Value Added 0.05 −0.02 0.01 0.12

Quarterly Indicators
Real
Activity
Factor

Nominal
Factor

Soft Fac-
tor

Labour
Factor
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Table 4: Factor Loadings for Quarterly Variables (Transformed)

Gross Domestic Product 0.08 −0.02 0.01 0.03

Gross Value Added 0.08 −0.02 0.01 0.03

Quarterly Indicators
Real
Activity
Factor

Nominal
Factor

Soft Fac-
tor

Labour
Factor

Figure 3 shows the movement of factors over time for untransformed data8. The top
left chart shows the movement of the Real Economic Activity Index in the dark color
along with the movement of other HFIs in colored shades. The movement of the Real
Activity Index captures the movement of overall economic conditions well. It captures the
dip in economic conditions during the global financial crisis. It also depicts the negative
economic momentum resulting from the lockdown during the COVID pandemic, followed
by recovery upon resumption of normal operations. The top-right chart shows the nominal
index’s movement over time. It captures well the increase in cost pressures during the
start of the Ukraine war and the easing of those pressures in 2023. The chart on the left
below illustrates the movement of the Soft Index, which closely mirrors the movement
of the PMI indices. It exhibits a significant decline during the COVID-19 pandemic and
then resumes its expansionary trend during the recovery period. The below right chart
shows the movement of the Labour Index with time.

8For transformed data, please see Figure 6 in Appendix
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Figure 3: Factors over Time (Untransformed)

Figure 4 shows the movement of GVA and GDP QoQ momentum along with their pro-
jected QoQ momentum based on estimated factors (the sum product of the factors and
their respective factor loadings for GDP and GVA). Figure 4 shows that factors track the
momentum of GDP and GVA well for untransformed data9.

9For transformed data, please see Figure 7 in Appendix
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Figure 4: Comparison of movement of QoQ momentum of GVA and GDP with their
projected QoQ momentum, based on factors (Untransformed)

5.2 Out-of-Sample Nowcast Evaluation Results

The results of the out-of-sample one-period ahead rolling window evaluation of the quarter-
on-quarter (QoQ) annualized growth nowcasts of GDP and GVA in the post-pandemic
period can be found in Table 5. The test sample for our model consists of 14 quarters,
from 2021: Q1 to 2024: Q2. The test sample period contains second wave of Covid.
In both scenarios, RMSE decreases substantially for GDP with the inclusion of more
HFI data points for the quarter for which the growth is nowcasted. This shows that the
model has been able to include the incoming information of HFIs well in nowcasting GDP
growth. Table 6 compares a benchmark model ARIMA, a single-factor model with only
HFIs related to the real economy, a single-factor model with all HFIs, and then more
substantially for the multi-factor model with all HFIs for both untransformed and trans-
formed data. Compared to ARIMA, the QoQ annualized RMSE decreases sufficiently for
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the single-factor models with only real activity HFIs. This further decreases for the single-
factor model with all HFIs and multi-factor model with all HFIs. This improves further
when data is transformed, justifying the use of the multi-factor model with transformed
data for nowcasting GDP.

Table 5: Out-of-sample RMSE QoQ (Annualized)

GDP GVA GDP GVA

0 Month Data 13.8 14.4 9.5 9.6

1 Month Data 8.1 9.0 6.4 8.1

2 Month Data 3.8 4.1 4.2 4.6

3 Month Data 3.5 4.7 2.9 4.4

Untransformed Transformed

Table 6: Out-of-sample Evaluation of GDP nowcast for different models

ARIMA 40.0 40.0

Single-Factor Model with Real Activity HFIs 4.5 4.0

Single-Factor Model with all HFIs 4.4 3.9

Multi-Factor Model with all HFIs 3.5 2.9

Model Untransformed Transformed

We further test for robustness of the above findings. We use Diebold and Mariano test
(Diebold and Mariano (1995); Diebold (2015) to test that the difference in the RMSE is
significant, and our findings are robust. Our test hypothesis is:

Null Hypothesis H0 : Both Models has equal forecast accuracy.

Alternate Hypothesis H1 : Model 2 has better forecast accuracy than Model 1.

The test results are summarized in Table 7.

Table 7: P-Value for different robustness test

ARIMA
Multi-Factor Model All HFIs
(Untransformed)

0.14

Model 1 Model 2
p-value
(DM)

Continued on next page
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Table 7: P-Value for different robustness test (Continued)

ARIMA
Multi-Factor Model All HFIs
(Transformed)

0.14

Single-Factor Model Real Activity
(Untransformed)

Multi-Factor Model All HFIs
(Untransformed)

0.15

Single-Factor Model All HFIs
(Untransformed)

Multi-Factor Model All HFIs
(Untransformed)

0.16

Single-Factor Model Real Activity
(Transformed)

Multi-Factor Model All HFIs
(Transformed)

0.19

Single-Factor Model All HFIs
(Transformed)

Multi-Factor Model All HFIs
(Transformed)

0.18

Single-Factor Model Real Activity
(Untransformed)

Single-Factor Model Real Ac-
tivity (Transformed)

0.18

Single-Factor Model All HFIs
(Untransformed)

Single-Factor Model All HFIs
(Transformed)

0.15

Multi-Factor Model All HFIs (Un-
transformed)

Multi-Factor Model All HFIs
(Transformed)

0.37

Model 1 Model 2
p-value
(DM)

The two important findings of the test are i) Multi-Factor Model improves the nowcast
for GDP significantly, and ii) Nowcast with transformed data are better across different
models.

5.3 Nowcast News and Updates

Figure 5 shows the nowcast of Q2: 2024 YoY growth for various data vintages for GDP
using multi-factor model with both transformed and untransformed data. Each HFI
updates the nowcast, and the model allows us to pinpoint the specific HFI that influences
the GDP nowcast with new data releases. Furthermore, Table 8 shows the decomposition
of change in the QoQ GDP nowcast for model with untransformed data10 for Q2: 2024
from the data vintage of May 15, 2024 to the data vintage of June 25, 2024, June 25,
2024 to July 16, 2024, and July 16, 2024 to August 28, 2024 due to new data releases
from different HFIs. This table lists the impact of each HFI on the QoQ GDP nowcast for
Q2 2024 following their data release. We list the impact of each indicator in the column
during the respective timeframe. The impact is calculated by multiplying the surprises

10This decomposition is not possible for transformed data
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in the indicators by their respective weights.

Table 8: Impact of HFIs on change in GDP Nowcasts between different time periods
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Figure 5: Nowcasts of 2024: Q2 GDP at different vintages for multi-factor models

6 Concluding remarks

Many central banks widely employ nowcasting models, which have become increasingly
vital tools for addressing uncertainties about the current economic state. Policymakers
want accurate forecasts, as well as an understanding of the events that led to the nowcast
and any surprises. While there is extensive literature on the decomposition of surprises
in nowcasts for western economies, such studies are notably lacking for India. Our study
aims to fill this gap by providing insights that assist policymakers not only in measuring
point forecasts but also in identifying surprise sources.

In our analysis, we compared dynamic factor models with a single factor to those with
multiple factors, where each factor represents a different economic block. Based on our
findings, we recommend using a mixed-frequency multi-factor model for nowcasting In-
dian GDP, as it addresses many challenges posed by nowcasting in the post-pandemic
era. This model offers flexibility to incorporate new high-frequency indicators (HFIs) or
additional factors as they become available and necessary. Furthermore, it provides richer
information by summarizing monthly movements in cost pressures, survey-based data, and
labor market conditions, alongside broader economic trends. This approach also allows
policymakers to conduct more granular analyses, identifying the factors behind changes
in GDP nowcast as new data emerges.

Additionally, we propose an alternative methodology in form of sigmoid transformation to
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reduce the impact of outliers or shocks in the data-generating process. This improves the
overall nowcasting performance for the GDP data, however, it is not possible to attribute
the contribution of each HFIs on the GDP nowcast in case of simultaneous data release
after sigmoid transformation. A natural extension of this research is to disaggregate
the contribution of each HFIs into independent and correlated contribution, in case of
simultaneous release of HFIs on GDP. Although our empirical work focuses on India, the
framework we have developed can be easily adapted for use in other countries.
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A Appendix

Table 9: Data Source and Availability

Domestic Air
Cargo

Monthly Airports Authority of India Dec-05

Auto Sales Monthly
Society of Indian Automo-
biles Manufacturers

Dec-05

IIP Consumption Monthly
Ministry of Statistics and
Programme Implementa-
tion

Dec-05

Nong Import Monthly
Ministry of Commerce and
Industry

Dec-05

Rail Freight Monthly Indian Railways Dec-05

Goods Export Monthly
Ministry of Commerce and
Industry

Dec-05

Foreign Tourists Monthly Ministry of Tourism Dec-05

IIP Core Monthly
Ministry of Statistics and
Programme Implementa-
tion

Dec-05

Domestic Air Pas-
sengers

Monthly
Director General of Civil
Aviation

Dec-05

IIP Cement Monthly
Ministry of Statistics and
Programme Implementa-
tion

Dec-05

IIP Electricity Monthly
Ministry of Statistics and
Programme Implementa-
tion

Dec-05

IIP Manufacturing Monthly
Ministry of Statistics and
Programme Implementa-
tion

Dec-05

Rail Passengers Monthly Indian Railways Dec-05

PMI Manufactur-
ing

Monthly S&P Global Jan-06

Series Name Frequency Source
Sample
Start

Continued on next page
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Table 9: Data Source and Availability (Continued)

PMI Services Monthly S&P Global Jan-06

Crude Steel Con-
sumption

Monthly Joint Plant Committee Dec-05

Petrol Consump-
tion

Monthly
Petroleum Planning and
Analysis Cell

Dec-05

Vehicle Registra-
tion

Monthly
Ministry of Roads and
Highways

Jan-16

GST Revenue Monthly
Goods and Services Tax
Network

Oct-17

Sea Cargo Monthly Indian Ports Association Apr-06

IIP Capital Goods Monthly
Ministry of Statistics and
Programme Implementa-
tion

Dec-05

Tractor Sales Monthly
Tractor and Mechanisation
Association

Jan-09

Electricity Demand Monthly
Central Electricity Author-
ity

Dec-05

Stringency Index Monthly University of Oxford Dec-05

Ratio CPI to WPI Monthly
Ministry of Statistics and
Programme Implementa-
tion

Dec-05

Baltic Dry Index Monthly
Baltic Exchange Informa-
tion Services Limited

Dec-05

IMF Commodity
Price Index

Monthly
International Monetary
Fund

Dec-05

Naukri Jobspeak Monthly Naukri.com Jul-08

CMIE Urban Un-
employment

Monthly
Centre for Monitoring In-
dian Economy

Jan-16

New EPFO Sub-
scribers

Monthly
Employees’ Provident Fund
Organisation

Sep-17

CMIE Rural Un-
employment

Monthly
Centre for Monitoring In-
dian Economy

Jan-16

Series Name Frequency Source
Sample
Start

Continued on next page

31



Table 9: Data Source and Availability (Continued)

E-Way Bills Monthly
Goods and Services Tax
Network

Apr-18

Hotel Occupancy
Rate

Monthly
The Federation of Hotel &
Restaurant Association of
India

Apr-18

Average Revenue
Per Available
Room

Monthly
The Federation of Hotel &
Restaurant Association of
India

Apr-18

Gross Domestic
Product

Quarterly
Ministry of Statistics and
Programme Implementa-
tion

Dec-05

Gross Valus Added Quarterly
Ministry of Statistics and
Programme Implementa-
tion

Dec-05

Series Name Frequency Source
Sample
Start
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Figure 6: Factors over Time (Transformed)
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Figure 7: Comparison of movement of QoQ momentum of GVA and GDP with their
projected QoQ momentum, based on factors (Transformed)
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