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#### Abstract

We consider the random walk in an independent and identically distributed (i.i.d.) random environment on a Cayley graph of a finite free product of copies of $\mathbb{Z}$ and $\mathbb{Z}_{2}$. Such a Cayley graph is readily seen to be a regular tree. Under a uniform ellipticity assumption on the i.i.d. environment we show that the walk has positive speed and establish the annealed central limit theorem for the graph distance of the walker from the starting point.
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## 1. Introduction

In this article we consider a Random Walk in Random Environment (RWRE) model on an infinite regular tree where the environment at each vertex is independent and are also

[^0]"identically" distributed. To make this notion of i.i.d.-ness of the environment rigorous we adopt the framework developed in [1] and define the model on a finitely generated non-abelian free group and then transfer it back to an appropriate even degree regular tree (Section 2). As in any (static) RWRE model, we will first choose an environment by above specified random mechanism and keep it fixed throughout the time evolution. A walker then moves randomly on the vertex set of a regular tree in such a way that given the environment, its position forms a time-homogeneous Markov chain whose transition probabilities depend only on the environment. Under a uniform ellipticity assumption we prove that the walk has positive speed (Theorem 2.1) and obeys an annealed central limit theorem (Theorem 2.2).

RWRE on the integer lattice $\mathbb{Z}^{d}$ for $d \geq 1$ as well as on the infinite $d$-regular tree $\mathbb{T}_{d}$ for $d \geq 3$ (also known as Bethe lattice [4]) has been studied in great detail and there is a vast literature. RWRE model on the one-dimensional integer lattice $\mathbb{Z}$ was first introduced by Solomon in [17] where he gave explicit criteria for the recurrence and transience of the walk for independent and identically distributed (i.i.d.) environment distribution. Since then a large variety of results have been discovered for RWRE in $\mathbb{Z}^{d}$, we refer the reader to $[18,19]$ for a review of the subject.

Perhaps the earliest known results for RWRE on trees are by Pementle and Lyons [12]. In that paper they consider a model on rooted tress, which later came to be known as random conductance model. In that model, the random conductances along each path from vertices to the root are assumed to be independent and identically distributed. The random walk is then shown to be recurrent or transient depending on how large the value of the average conductance is. Later [10] considered the same model under additional assumption of the jump probabilities are also i.i.d. and have studied the speed of the walk in the recurrent regime. There have been several work also on random walk on random trees, particularly on random walk on GaltonWatson trees [7,11,13-15]. In [6] the authors developed a technique that provided a lower bound on the speed of transient random walk in a random environment on regular trees. They also used bounds on the first regeneration level and regeneration time to obtain an annealed invariance principle. Their methods also applied to once-reinforced random walk.

Motivated by these, [1] considered a RWRE model on a regular tree, where the environment (or rather the transition laws) at each vertex are independent and also "identically" distributed. However, unlike in the usual RWRE models on integer lattices, such as on $\mathbb{Z}$ as introduced by [17], or the random conductance models on trees [12], it is not entirely obvious how to make the random transition laws on the vertices of a tree "identically" distributed. To make this notion of "i.i.d. environment" rigorous in [1] defined the model on a finite free product of copies of $\mathbb{Z}$ and $\mathbb{Z}_{2}$ and then transfers it back to a regular tree of appropriate degree which is essentially same as a Cayley graph associated with the group. A more detailed description is given in the following section. A similar model was also considered in [16]. In both [1,16] under differing mild non-degeneracy assumptions the authors proved that the RWRE is transient with probability one.

In this work, we prove that under a uniform ellipticity assumption on the i.i.d. environment (which is a stronger assumption than the one made in [1]), the walk has a positive drift away from the starting point and admits an annealed Central Limit Theorem under linear centring and square-root scaling. We adapt the regeneration time technique developed in [6] and obtain bounds on the moments of the regeneration levels and times. However, we will see in the sequel that the definition of the i.i.d. environment needs a group action of the underlying Cayley tree (assumption (E1)). Thus many details of the proof including the definition of the regeneration time have been worked out using different arguments than those in [6].

It is worth noting here that, the RWRE on integer lattice $\mathbb{Z}^{d}$ with i.i.d. random environment is often considered as a good discrete model for random walk on random media [19]. $\mathbb{Z}^{d}$ can also be viewed as the Cayley graph of the free abelian group with $d$ generators. The i.i.d. environment then becomes a group invariant measure on the environment space, where the actions of the group are nothing but the usual euclidean translations. In the same vain, our model essentially complements this idea by defining it appropriately on any finitely presented non-abelian free group. As we shall see in the next section our model provides a group invariant measure on the environment space resulting to an i.i.d. environment on the associate (left)Cayley graph, which in this case will turnout to be an infinite regular tree/Bethe lattice. Thus our work can be used for studying transportation problem on a random media where the underlying space is non-amenable. As noted in [5], many statistical physics problems which are studied on integer lattices, are also studied on Bethe lattices. In general, such studies are interesting on their own right, but they also throw light on the classical problems by comparing the differences which may arise on Bethe lattice. This aspect is also one of our motivation to consider our model.

The rest of the paper is organised as follows. In Section 2 we define the model precisely and state our main results. In Section 3, we prove tail bounds for regeneration levels (Proposition 3.3) and moment bounds for regeneration times (Proposition 3.4). Using the bounds obtained, in Section 4 we prove our main results.

## 2. Model and main results

Even though our framework is same as in [1], but for sake of completeness, we begin by providing a detailed description of the model below.

Group structure: Following [1] we will also consider a group $G$ which is a free product of finitely many groups, say, $G_{1}, G_{2}, \ldots, G_{k}$ and $H_{1}, H_{2}, \ldots, H_{r}$, where each $G_{i} \cong \mathbb{Z}$ and each $H_{j} \cong \mathbb{Z}_{2}$. Let $d=2 k+r$.
Cayley graph: Let $G$ be a group defined above. Suppose $G_{i}=\left\langle a_{i}\right\rangle$ for $1 \leq i \leq k$ and $H_{j}=\left\langle b_{j}\right\rangle$ where $b_{j}^{2}=e$ for $1 \leq j \leq r$. Here by $\langle a\rangle$ we mean the group generated by a single element $a$. Let $S:=\left\{a_{1}, a_{2}, \ldots, a_{k}\right\} \cup\left\{a_{1}^{-1}, a_{2}^{-1}, \ldots, a_{k}^{-1}\right\} \cup\left\{b_{1}, b_{2}, \ldots, b_{r}\right\}$ be a generating set for $G$. We note that $S$ is a symmetric set, that is, $s \in S \Longleftrightarrow s^{-1} \in S$. In what will follow the order of the generating elements will not be of any consequence. We will thus list the elements of $S$ simply by $\left\{s_{1}, s_{2}, \ldots, s_{d}\right\}$.

We now define a graph $\bar{G}$ with vertex set $G$ and edge set $E:=\left\{\{x, y\} \mid y x^{-1} \in S\right\}$. We will say $x \sim y$ whenever $\{x, y\} \in E$. Such a graph $\bar{G}$ is called a (left) Cayley Graph of $G$ with respect to the generating set $S$. Since $G$ is a free product of groups which are isomorphic to either $\mathbb{Z}$ or $\mathbb{Z}_{2}$, it is easy to see that $\bar{G}$ is a graph with no cycles and is regular with degree $d$, thus it is isomorphic to the $d$-regular infinite tree which we will denote by $\mathbb{T}_{d}$. We refer the reader to [20] for a treatment of other infinite graphs and groups. We will abuse the terminology a bit and will write $\mathbb{T}_{d}$ for the Cayley graph of the group $G$. This way we essentially endow the $d$-regular tree, $\mathbb{T}_{d}$, a group structure, which we will make use to define an i.i.d. environment.

Note that for the $d$-dimensional Euclidean lattice, such a group structure is automatic, which is the product of $d$ copies of the abelian free group $\mathbb{Z}$. In our case, all the difference appears due to the fact that on $\mathbb{T}_{d}$, a group can only be obtained through free product of several copies of $\mathbb{Z}$ and also with possible free product of groups generated by torsion elements.

We will consider the identity element $e$ of $G$ as the root of $\mathbb{T}_{d}$. We will write $N(x):=$ $\left\{y \in G \mid y x^{-1} \in S\right\}$ for the set of all neighbours of a vertex $x \in \mathbb{T}_{d}$. Observe that from
definition $N(e)=S$.

For $x \in G$, define the mapping $\theta_{x}: G \rightarrow G$ by $\theta_{x}(y)=y x$, then $\theta_{x}$ is an automorphism of $\mathbb{T}_{d}$. We will call $\theta_{x}$ the translation by $x$. For a vertex $x \in \mathbb{T}_{d}$ and $x \neq e$, we denote by $|x|$, the length of the unique path from the root $e$ to $x$ and $|e|=0$. Further, if $x \in \mathbb{T}_{d}$ and $x \neq e$ then we define $\overleftarrow{x}$ as the parent of $x$, that is, the penultimate vertex on the unique path from $e$ to $x$.

Random Environment: Let $\mathcal{S}:=\mathcal{S}_{e}$ be a collection of probability measures on the $d$ elements of $N(e)=S$. To simplify the presentation and avoid various measurability issues, we assume that $\mathcal{S}$ is a Polish space (including the possibilities that $\mathcal{S}$ is finite or countably infinite). For each $x \in \mathbb{T}_{d}, \mathcal{S}_{x}$ is the push-forward of the space $\mathcal{S}$ under the translation $\theta_{x}$, that is, $\mathcal{S}_{x}:=\mathcal{S} \circ \theta_{x}^{-1}$. Note that the probabilities on $\mathcal{S}_{x}$ have support on $N(x)$. That is to say, an element $\omega(x, \cdot)$ of $\mathcal{S}_{x}$, is a probability measure satisfying $\omega(x, y) \geq 0 \forall y \in \mathbb{T}_{d}$ and $\sum_{y \in N(x)} \omega(x, y)=1$.

Let $\mathcal{B}_{\mathcal{S}_{x}}$ denote the Borel $\sigma$-algebra on $\mathcal{S}_{x}$. The environment space is defined as the measurable space $(\Omega, \mathcal{F})$ where $\Omega:=\prod_{x \in \mathbb{T}_{d}} \mathcal{S}_{x}$ and $\mathcal{F}:=\bigotimes_{x \in \mathbb{T}_{d}} \mathcal{B}_{\mathcal{S}_{x}}$.

An element $\omega \in \Omega$ will be written as $\left\{\omega(x, \cdot) \mid x \in \mathbb{T}_{d}\right\}$. An environment distribution is a probability $\mathbb{P}$ on $(\Omega, \mathcal{F})$. We will denote by $\mathbb{E}$ the expectation taken with respect to the probability measure $\mathbb{P}$.

Random Walk: Given an environment $\omega \in \Omega$, a random walk $\left(X_{n}\right)_{n \geq 0}$ is a time homogeneous Markov chain taking values in $\mathbb{T}_{d}$ with transition probabilities given by $(\omega(x, y))_{x, y \in \mathbb{T}_{d}}$. Let $\mathbb{N}_{0}:=\mathbb{N} \cup\{0\}$. For each $\omega \in \Omega$, we denote by $\mathbf{P}_{\omega}^{x}$ the law induced by $\left(X_{n}\right)_{n \geq 0}$ on $\left(\left(\mathbb{T}_{d}\right)^{\mathbb{N}_{0}}, \mathcal{G}\right)$, where $\mathcal{G}$ is the $\sigma$-algebra generated by the cylinder sets, such that $\mathbf{P}_{\omega}^{x}\left(X_{0}=x\right)=1$. The probability measure $\mathbf{P}_{\omega}^{x}$ is called the quenched law of the random walk $\left(X_{n}\right)_{n \geq 0}$, starting at $x$. We will use the notation $\mathbf{E}_{\omega}^{x}$ for the expectation under the quenched measure $\mathbf{P}_{\omega}^{x}$.

Following Zeitouni [19], we note that for every $B \in \mathcal{G}$, the function $\omega \mapsto \mathbf{P}_{\omega}^{x}(B)$ is $\mathcal{F}$-measurable. Hence, we may define the measure $\mathbb{P}^{x}$ on $\left(\Omega \times\left(\mathbb{T}_{d}\right)^{\mathbb{N}_{0}}, \mathcal{F} \otimes \mathcal{G}\right)$ by the relation

$$
\mathbb{P}^{x}(A \times B)=\int_{A} \mathbf{P}_{\omega}^{x}(B) \mathbb{P}(d \omega), \quad \forall A \in \mathcal{F}, B \in \mathcal{G}
$$

With a slight abuse of notation, we also denote the marginal of $\mathbb{P}^{x}$ on $\left(\mathbb{T}_{d}\right)^{\mathbb{N}_{0}}$ by $\mathbb{P}^{x}$, whenever no confusion occurs. This probability distribution is called the annealed law of the random walk $\left(X_{n}\right)_{n \geq 0}$, starting at $x$. We will use the notation $\mathbb{E}^{x}$ for the expectation under the annealed measure $\mathbb{P}^{x}$. For simplicity, when $x=e$, we will drop the superscript from the notations $\mathbf{P}_{\omega}^{e}, \mathbf{E}_{\omega}^{e}, \mathbb{P}^{e}$ and $\mathbb{E}^{e}$ and simply write $\mathbf{P}_{\omega}, \mathbf{E}_{\omega}, \mathbb{P}$ and $\mathbb{E}$ respectively.

Assumptions: Throughout this paper we will assume the following hold,
(E1) $\mathbb{P}$ is a product measure on $(\Omega, \mathcal{F})$ with "identical" marginals, that is, under $\mathbb{P}$ the random probability laws $\left\{\omega(x, \cdot) \mid x \in \mathbb{T}_{d}\right\}$ are independent and "identically" distributed in the sense that

$$
\begin{equation*}
\mathbb{P} \circ \theta_{x}^{-1}=\mathbb{P} \tag{1}
\end{equation*}
$$

for all $x \in G$.
(E2) There exists $\epsilon>0$ such that

$$
\begin{equation*}
\mathbb{P}\left(\omega\left(e, s_{i}\right)>\epsilon \forall 1 \leq i \leq d\right)=1 \tag{2}
\end{equation*}
$$

Remark 1. The assumption (E1) above essentially says that the random transition laws $\left\{\omega(x, \cdot) \mid x \in \mathbb{T}^{d}\right\}$ are independent and identically distributed (i.i.d.). But on $\mathbb{T}_{d}$ to define identically distributed we introduce the group structure and make the probability law $\mathbb{P}$ invariants under the translations by the group elements. This is different than the much studied random conductance model with i.i.d. conductances introduced in [12]. In fact the only example where the two models agree is the deterministic environment of the simple symmetric walk on $\mathbb{T}_{d}$. It is worth to point out here that a random walk on a Galton-Watson tree [11] satisfies the assumption (E1) and so does a random walk on a multi-type Galton-Watson tree [8].

We are now ready to state our main results. We begin with a law of large numbers result for $\left|X_{n}\right|$ which also establishes that the speed of walk is positive.

Theorem 2.1. Assume (E1) and (E2). Then there exists $v>0$, such that,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{\left|X_{n}\right|}{n}=v \tag{3}
\end{equation*}
$$

almost surely with respect to $\mathbb{P}^{e}$.
In [1], it was pointed out that under (E1), (E2), $\liminf _{n \rightarrow \infty} \frac{\left|X_{n}\right|}{n}>0$, if $\epsilon>\frac{1}{2(d-1)}$. The above result not only establishes that the walk on $\mathbb{T}_{d}$ has a positive speed, but also shows that the corresponding limit exists almost surely. Our next result is an annealed central limit theorem for $\left|X_{n}\right|$.

Theorem 2.2. Assume (E1) and (E2). Then there exists $\sigma^{2}>0$ such that, under $\mathbb{P}^{e}$,

$$
\begin{equation*}
\sqrt{n}\left(\frac{\left|X_{n}\right|}{n}-v\right) \xrightarrow{d} Z, \tag{4}
\end{equation*}
$$

with $Z \sim N\left(0, \sigma^{2}\right)$.
We note here that although we define the walk starting at $X_{0}=e$, the root, results hold for starting at any vertex $x$ of $\mathbb{T}_{d}$. This is because the environment is invariant under the translation by the group $G$. Indeed it will be evident from the proofs that the constants $v$ and $\sigma^{2}$ are also independent of the starting position. Thus Theorems 2.1 and 2.2 hold for any initial distribution of $X_{0}$ on the vertex set of $\mathbb{T}_{d}$.

## 3. Regeneration times

In this section we shall introduce a sequence of regeneration times and provide moment bounds for them. We begin with some notation. For any $x, y \in \mathbb{T}_{d},[x, y]$ denote the unique path from $x$ to $y$, that is, $[x, y]=\left\{\left\{x_{i}\right\}_{i=0}^{n} \mid x_{0}=x, x_{n}=y, x_{i}^{-1} x_{i-1} \in S, 1 \leq i \leq\right.$ $n$ and all are distinct $\}$. Let $\mathbb{T}_{d}(y)$ be the sub-tree rooted at $y$, i.e., $\left\{x \in \mathbb{T}_{d}: y \in[e, x]\right\}$ and $\mathbb{T}_{d}^{n}=\left\{x \in \mathbb{T}_{d}:|x|=n\right\}$. The type of $x \in \mathbb{T}_{d}, x \neq e$ is $s \in S$ if $x \overleftarrow{x}^{-1}=s$ and we shall denote it by $s_{x}$. We define

$$
\begin{equation*}
T(y):=\inf \left\{n \geq 0: X_{n}=y\right\} \tag{5}
\end{equation*}
$$

and

$$
\begin{equation*}
R(y):=\inf \left\{n \geq 1: X_{n-1} \in \mathbb{T}_{d}(y), X_{n}=y\right\}, \tag{6}
\end{equation*}
$$

be the hitting time of $y$ and the return time to $y$, respectively. We also define,

$$
\begin{equation*}
T_{n}:=\inf \left\{k \geq 0: X_{k} \in \mathbb{T}_{d}^{n}\right\} \tag{7}
\end{equation*}
$$

and

$$
\begin{equation*}
R:=\inf \left\{n \geq 1: X_{n}=X_{0}\right\} \tag{8}
\end{equation*}
$$

to be the hitting time of level $n$ and return time of the walk to its starting point, respectively.
The first regeneration level is then defined as $l_{1}:=\inf \left\{k \geq 1: R\left(X_{T_{k}}\right)=\infty\right\}$, and the $n-$ th regeneration level for $n \geq 2$ is defined recursively as $l_{n}:=\inf \left\{k>l_{n-1}: R\left(X_{T_{k}}\right)=\infty\right\}$. Regeneration times for $n \geq 1$, are defined by

$$
\tau_{n}:= \begin{cases}T_{l_{n}} & \text { if } l_{n}<\infty  \tag{9}\\ \infty & \text { otherwise }\end{cases}
$$

### 3.1. Tail bounds for the first regeneration time

In this section we will prove tail bounds for first regeneration level. We need to identify the regeneration levels with a multi-type branching process (see [2]) and obtain the required bounds. The process will follow from a colouring scheme to be placed on the vertices. The colouring scheme is an adaptation from [6].
Colouring scheme: We will construct a coupling with a Markov chain that lives on sub-trees of $\mathbb{T}_{d}$ and using this we will develop a colouring scheme on the vertices.

Let

$$
\left\{h_{n}(x, y) \mid n \geq 1, x, y \in \mathbb{T}_{d}, \text { and } x \sim y\right\}
$$

be i.i.d. Exponential random variables with mean 1, which are independent of the environment $\omega$.

Suppose $X_{0}=x$, an explicit a.s. construction of the walk is obtained by taking

$$
X_{n+1}=\underset{y \sim X_{n}}{\operatorname{argmin}} \frac{h_{n+1}\left(X_{n}, y\right)}{\omega\left(X_{n}, y\right)} .
$$

Fix a finite sub-tree $\mathcal{C}$ of $\mathbb{T}_{d}$ with $x \in \mathcal{C}$. Let $\left\{Y_{n}^{\mathcal{C}}\right\}_{n \geq 0}$ be such that $Y_{0}^{\mathcal{C}}=x$ and

$$
Y_{n+1}^{\mathcal{C}}=\underset{y \sim Y_{n}^{\mathcal{C}}, y \in \mathcal{C}}{\operatorname{argmin}} \frac{h_{n+1}\left(Y_{n}^{\mathcal{C}}, y\right)}{\omega\left(Y_{n}^{\mathcal{C}}, y\right)} .
$$

We claim that process $\left\{Y_{n}^{\mathcal{C}}\right\}_{n \geq 0}$ is a Markov chain on $\mathcal{C}$. To see this, we shall construct a coupling with the walk $\left\{X_{n}: n \geq 1\right\}$ so that $Y^{\mathcal{C}}$ has the same law as $X$ whenever it visits the sub-tree $\mathcal{C}$. Define $\lambda_{1}=\inf \left\{n \geq 0: X_{n} \notin \mathcal{C}\right\}$, and recursively for $i \geq 1$,

$$
\mu_{i}=\inf \left\{n \geq \lambda_{i}: X_{n} \in \mathcal{C}\right\} \text { followed by } \lambda_{i+1}=\inf \left\{n \geq \mu_{i}: X_{n} \notin \mathcal{C}\right\}
$$

Define for each $k \geq 1$,

$$
W_{k}= \begin{cases}X_{k} & \text { if } k \leq \lambda_{1}-1, \text { or } \mu_{i} \leq k \leq \lambda_{i+1} \text { for some } i \geq 1 \\ X_{\lambda_{i}-1} & \text { if } \lambda_{i} \leq k<\mu_{i}, \text { for some } i \geq 1\end{cases}
$$

Note that as $\mathbb{T}_{d}$ is a tree, for all $i \geq 1, X_{\lambda_{i}-1}=X_{\mu_{i}} \in \mathcal{C}$. It is now easy to see that $\left\{W_{n}\right\}_{n \geq 0}$ is a Markov chain on $\mathcal{C}$ and has the same law as $\left\{Y_{n}^{\mathcal{C}}\right\}_{n \geq 0}$. We begin by colouring the root $e$ as red. Let $k \geq 1$ and $\psi \geq 1$. A vertex $y \in \mathbb{T}_{d}^{k \psi}$ is coloured red if and only if

- its ancestor at level $(k-1) \psi$, say $x$, is coloured red, and
- $\left\{Y_{n}^{[x, y]}\right\}_{n \geq 0}$, started at $x$, hits $y$ before returning to $x$.

For each $\psi \geq 1$ and $k \geq 1, s \in S$ let $Z_{\psi}(k, s)$ be the number of red vertices at level $k \psi$ of type $s$. Let $Z_{\psi}(0)=\{e\}$ and for $k \geq 1$, define

$$
Z_{\psi}(k):=\left(Z_{\psi}(k, s)\right)_{s \in S} \in \overline{\mathbb{N}}^{d}, \text { where } \overline{\mathbb{N}}=\mathbb{N} \cup\{0\}
$$

Under the annealed measure, $\left\{Z_{\psi}\right\}$ is a multi-type Branching process with expected offspring matrix $M=\left(m_{s u}(\psi)\right)_{s, u \in S}$ is given by

$$
m_{s u}(\psi)=\mathbb{E}\left[\sum^{*}\left(\sum_{m=1}^{\psi-1} \prod_{j=1}^{m} \frac{\omega\left(x_{j}, x_{j-1}\right)}{\omega\left(x_{j}, x_{j+1}\right)}\right)^{-1}\right]
$$

where $\sum_{\psi}^{*}$ is the sum over all indexes, such that $x_{1}, x_{2}, \ldots, x_{\psi} \in \mathbb{T}_{d}, s_{x_{1}}=s, s_{x_{\psi}}=u$ and $x_{\psi} \in \mathbb{T}_{d}^{\psi}$.

Proposition 3.1. Assume (E1) and (E2). There exists $\psi \geq 1$ such that $Z_{\psi}$ is supercritical.
Proof. We will show that the largest eigenvalue, $\rho$, of the offspring matrix $M$ is larger than 1. We observe that for $1 \leq i \leq n-1$

$$
\mathbf{P}_{\omega}\left(Y_{n}^{[x, y]}=x_{i-1} \mid Y^{[x, y]}=x_{i}\right)=\frac{\omega\left(x_{i}, x_{i-1}\right)}{\omega\left(x_{i}, x_{i+1}\right)+\omega\left(x_{i}, x_{i-1}\right)}
$$

and

$$
\mathbf{P}_{\omega}\left(Y_{n}^{[x, y]}=x_{i+1} \mid Y^{[x, y]}=x_{i}\right)=\frac{\omega\left(x_{i}, x_{i+1}\right)}{\omega\left(x_{i}, x_{i+1}\right)+\omega\left(x_{i}, x_{i-1}\right)} .
$$

Using a standard gambler's ruin chain argument we can conclude

$$
\mathbf{P}_{\omega}\left(Y^{[x, y]} \text { hits } y \text { before returning to } x\right)=\left(\sum_{m=1}^{n-1} \prod_{j=1}^{m} \frac{\omega\left(x_{j}, x_{j-1}\right)}{\omega\left(x_{j}, x_{j+1}\right)}\right)^{-1}
$$

We shall now show that for all $s \in S$, and large enough $\psi$

$$
\begin{equation*}
\sum_{u \in S} m_{s u}(\psi)=\sum_{u \in S} \mathbb{E}\left[\sum^{*}\left(\sum_{m=1}^{\psi-1} \prod_{j=1}^{m} \frac{\omega\left(x_{j}, x_{j-1}\right)}{\omega\left(x_{j}, x_{j+1}\right)}\right)^{-1}\right]>1 \tag{10}
\end{equation*}
$$

where $\sum^{*}$ is defined above. Now notice that for the $\psi$ for which Eq. (10) holds for that the row sums of the matrix $M$ are larger than 1 , this implies that the largest eigenvalue of $M$ is bigger than 1 . Thus the process $Z_{\psi}$ is supercritical.

To show (10) we follow an argument very similar to the proof of Theorem 1 in [1]. Suppose $\sigma_{n}=\alpha_{n} \alpha_{n-1} \cdots \alpha_{1}$ where $\alpha_{i} \in S$ and $\alpha_{i+1} \neq \alpha_{i}^{-1}$ and $n=\left|\sigma_{n}\right|$. Further, let $x_{k}=\alpha_{k} \alpha_{k-1} \cdots \alpha_{1}$
where $1 \leq k \leq n$. Note that $x_{k}=\alpha_{k} x_{k-1}$ for all $1 \leq k \leq n$. Let

$$
\begin{equation*}
\Phi\left(\sigma_{n}\right):=\frac{1}{\omega\left(e, x_{1}\right)} \prod_{k=1}^{n-1} \frac{\omega\left(x_{k}, x_{k-1}\right)}{\omega\left(x_{k}, x_{k+1}\right)}=\left(\prod_{k=1}^{n-1} \frac{\omega_{k}\left(\alpha_{k}^{-1}\right)}{\omega_{k-1}\left(\alpha_{k}\right)}\right) \frac{1}{\omega_{n-1}\left(\alpha_{n}\right)} \tag{11}
\end{equation*}
$$

where we write $\omega_{k}(s):=\omega\left(x_{k}, s x_{k}\right)$ for any $s \in S$. We will now show that $P$-a.s., there is a subset of vertices of $\mathbb{T}_{d}^{n}$ with size $O\left((d-1)^{n-1}\right)$ such that the $\Phi$-value of these vertices is strictly smaller than $(d-1)^{\frac{n}{2}}$.

Let $\mathcal{B}_{\mathbb{N}_{0}}$ denote the product $\sigma$-algebra on $S^{\mathbb{N}_{0}}$, and $\mu$ be a probability measure on $\left(S^{\mathbb{N}_{0}}, \mathcal{B}_{\mathbb{N}_{0}}\right)$ such that $\left(Y_{n}\right)_{n \geq 0} \in S^{\mathbb{N}_{0}}$ forms a Markov chain on $S$ with

$$
\begin{equation*}
\mu\left(Y_{n}=s \mid Y_{n-1}=t\right)=\frac{1}{d-1}, s, t \in S \text { with } s \neq t^{-1} \tag{12}
\end{equation*}
$$

It is easy to see that the chain $\left(Y_{n}\right)_{n \geq 0}$ is an aperiodic, irreducible and finite state Markov chain and its stationary distribution is the uniform distribution on $S$. We shall assume that $Y_{0}$ is uniformly distributed on $S$. Thus each $Y_{n}$ is also uniform on $S$.

Let $\eta_{n}=Y_{n} Y_{n-1} \cdots Y_{1}$. From Eq. (12) it follows that $\eta_{n}$ is uniformly distributed on the set of vertices $\mathbb{T}_{d}^{n}$. Now

$$
\begin{align*}
\frac{1}{n} \ln \Phi\left(\eta_{n}\right) & =o(1)+\frac{1}{n} \sum_{k=1}^{n-1}\left(\ln \omega_{k}\left(Y_{k}^{-1}\right)-\ln \omega_{k-1}\left(Y_{k}\right)\right) \\
& =o(1)+\frac{1}{n} \sum_{s \in S} \sum_{j=1}^{N_{n-1}\left(s^{-1}\right)}\left(\ln \omega_{k_{j}\left(s^{-1}\right)}\left(s^{-1}\right)-\ln \omega_{k_{j}\left(s^{-1}\right)-1}(s)\right) \tag{13}
\end{align*}
$$

where for each $s \in S, k_{1}\left(s^{-1}\right), k_{2}\left(s^{-1}\right) \cdots, k_{N_{n-1}\left(s^{-1}\right)}\left(s^{-1}\right)$ are the time points $k$ when $Y_{k}=s^{-1}$ and

$$
\begin{equation*}
N_{n}(s)=\sum_{k=1}^{n} \mathbf{1}\left(Y_{k}=s\right) \tag{14}
\end{equation*}
$$

Now consider the product space $\left(\Omega \times S^{\mathbb{N}_{0}}, \mathcal{B}_{\Omega} \otimes \mathcal{B}_{\mathbb{N}_{0}}, \mathbb{P} \otimes \mu\right)$. By Theorems 6.5.5 and 6.6.1 of [9] we have $\mathbb{P} \otimes \mu$-almost surely for all $s \in S$,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{N_{n}(s)}{n}=\frac{1}{d} \tag{15}
\end{equation*}
$$

Further under assumption (A2) and using the Strong Law of Large Numbers for i.i.d. random variables we have $\mathbb{P}$-almost surely, for every fixed $s \in S$,

$$
\lim _{n \rightarrow \infty} \frac{1}{N_{n-1}\left(s^{-1}\right)} \sum_{j=1}^{N_{n-1}\left(s^{-1}\right)} \ln \omega_{k_{j}\left(s^{-1}\right)}\left(s^{-1}\right)=E\left[\ln \omega_{1}\left(s^{-1}\right)\right]
$$

and also

$$
\lim _{n \rightarrow \infty} \frac{1}{N_{n-1}\left(s^{-1}\right)} \sum_{j=1}^{N_{n-1}\left(s^{-1}\right)} \ln \omega_{k_{j}\left(s^{-1}\right)-1}(s)=E\left[\ln \omega_{1}(s)\right]
$$

As $S$ is a symmetric set of generators for $G$. Therefore, $\mathbb{P} \otimes \mu$-almost surely,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{1}{n} \ln \Phi\left(\eta_{n}\right)=\frac{1}{d} \sum_{s \in S} E\left[\ln \omega_{1}\left(s^{-1}\right)-\ln \omega_{1}(s)\right]=0 . \tag{16}
\end{equation*}
$$

So there exists $1<\tilde{c}<d-1$ such that, $\mathbb{P} \otimes \mu$-almost surely,

$$
\exists \tilde{M} \in \mathbb{N}, \quad \text { s.t. } \forall n \geq \tilde{M} \quad \Phi\left(\eta_{n}\right)<\tilde{c}^{n}
$$

This implies that there exist $\tilde{c}<c<d-1$ and $K>0$, such that, $\mathbb{P} \otimes \mu$-almost surely,

$$
\begin{equation*}
\exists M \in \mathbb{N}, \quad \text { s.t. } \forall n \geq M, \quad \sum_{m=1}^{n-1} \Phi\left(\eta_{m}\right)<K c^{n-1} . \tag{17}
\end{equation*}
$$

Let $M_{\mu}^{\omega} \in \mathbb{N}$ be the minimum such $M$ for which Eq. (17) holds. So by Fubini's theorem, it follows from (17), that almost surely for every $\omega \in \Omega, \mu$-almost surely, $n \geq M_{\mu}^{\omega} \in \mathbb{N}$, such that

$$
\begin{equation*}
\mu\left(\sum_{m=1}^{n-1} \Phi\left(\eta_{m}\right)<K c^{n-1}\right)>\frac{1}{2} . \tag{18}
\end{equation*}
$$

But recall that under $\mu$, the distribution of $\eta_{n}$ is uniform on the vertices of $\mathbb{T}_{d}^{n}$, so for all $n \geq M_{\mu}^{\omega}$

$$
\begin{equation*}
\left.\#\left\{\sigma_{n} \in \mathbb{T}_{d}^{n}: \sum_{m=1}^{n-1} \Phi\left(\sigma_{m}\right)<K c^{n-1}\right\}\right) \tag{19}
\end{equation*}
$$

This readily implies that for all $n \geq M_{\mu}^{\omega}$

$$
\begin{equation*}
\#\left\{\sigma_{n} \in \mathbb{T}_{d}^{n}:\left(\sum_{m=1}^{n-1} \Phi\left(\sigma_{m}\right)\right)^{-1}>\frac{1}{K} c^{-(n-1)}\right\}>\frac{d(d-1)^{n-1}}{2} \tag{20}
\end{equation*}
$$

Now notice that

$$
\begin{aligned}
\sum_{u \in S} m_{s u}(n) & =\mathbb{E}\left[\sum_{u \in S} \sum^{*}\left(\sum_{m=1}^{n-1} \prod_{j=1}^{m} \frac{\omega\left(x_{j}, x_{j-1}\right)}{\omega\left(x_{j}, x_{j+1}\right)}\right)^{-1}\right] \\
& \geq \mathbb{E}\left[\sum_{u \in S} \sum^{*}\left(\sum_{m=1}^{n-1} \Phi\left(\eta_{m}\right)\right)^{-1}\right] \\
& \geq \mathbb{E}\left[\frac{d(d-1)^{n-1}}{2 K c^{n-1}} \cdot \mathbf{1}\left(n \geq M_{\mu}^{\omega}\right)\right]
\end{aligned}
$$

where the second inequality is because of the factor $\frac{1}{\omega\left(e, x_{1}\right)}>1$ in the definition of $\Phi$ (see Eq. (11)) and the last inequality follows from (20). Now applying Fatou's Lemma we get

$$
\liminf _{n \rightarrow \infty} \sum_{u \in S} m_{s u}(n) \geq \mathbb{E}\left[\liminf _{n \rightarrow \infty} \frac{d(d-1)^{n-1}}{2 K c^{n-1}} \mathbf{1}\left(n \geq M_{\mu}^{\omega}\right)\right]=\infty .
$$

The last equality follows from the fact that $1<c<d-1$. This completes the proof of Eq. (10).

Now, for $x \in \mathbb{T}_{d}, y \in \mathbb{T}_{d}(x)$ is called the first child of a vertex $y_{0} \in \mathbb{T}_{d}(x)$, if

$$
\begin{equation*}
y=\underset{z \sim y_{0}, z \neq \overleftarrow{y_{0}}}{\operatorname{argmin}} \frac{h_{1}\left(y_{0}, z\right)}{\omega\left(y_{0}, z\right)} \tag{21}
\end{equation*}
$$

Often we will simply write " $y \in \mathbb{T}_{d}(x)$ is a first child" to mean $y$ is the first child of the parent $\overleftarrow{y} \in \mathbb{T}_{d}(x)$. Notice that by construction of the walk $\left(X_{n}\right)_{n \geq 0}$ whenever the walk enters a previously unexplored domain, it does so through a first child.

For $m \geq 1$,

$$
F_{m, x}=\left\{y \in \mathbb{T}_{d}(x):|y|-|x|=m \text { and } y \text { is a first child }\right\} .
$$

Let $\psi \geq 1, \zeta \geq 1$

$$
\Sigma_{x}=\mathbb{T}_{d}(x) \cap Z_{\psi} \cap_{k=1}^{\infty} F_{k \zeta \psi, x}^{c},
$$

where by slight abuse of notation, we denote the set of red vertices by $Z_{\psi}$.

$$
B(x)=\left\{\Sigma_{x} \text { is finite }\right\}, B_{0}=B(e), \text { and } B_{k}=B\left(X_{T_{k \psi \zeta}}\right), k \geq 1
$$

Lemma 3.2. The collection of events $\left\{B_{i}, i \geq 1\right\}$, are independent.

Proof. The event $B(x) \in \sigma\left\{h_{n}(z, y): z, y \in \mathbb{T}_{d}(x), n \geq 1\right\}$. Let $i_{1}<i_{2}<\cdots<i_{k}$ be positive integers. Note, as observed,

$$
B_{i_{j}} \in \sigma\left\{h_{n}(z, y): z, y \in \mathbb{T}_{d}\left(X_{T_{i_{j}} \zeta \psi}\right), n \geq 1\right\} .
$$

Note however that $X_{T_{i} \zeta \psi}$ is a first child at level $i_{j} \zeta \psi$. and this implies $\mathbb{T}_{d}\left(X_{T_{i} \zeta \psi}\right) \cap$ $\mathbb{T}_{d}\left(X_{T_{i l \zeta \psi}}\right)=\emptyset$. Hence $\left\{B_{i_{j}}: 1 \leq j \leq k\right\}$ are mutually independent.

Proposition 3.3. $\exists \gamma<1$ such that for $n \geq 1$, we have

$$
\mathbb{P}\left(l_{1} \geq n \psi \zeta\right) \leq \gamma^{n-1}
$$

Proof. Note that $B_{i}^{c} \subseteq\{$ level $i \psi \zeta$ is a regeneration level $\}$. Hence, using that $B_{i}$ are independent we have,

$$
\mathbb{P}\left(l_{1} \geq n \psi \zeta\right) \leq \mathbb{P}\left(\bigcap_{i=1}^{n-1} B_{i}\right)=\prod_{i=1}^{n-1} \mathbb{P}\left(B_{i}\right) .
$$

For $s \in S$, let

$$
B_{i}^{s}:=\left\{X_{T_{i \zeta \psi}} \overleftarrow{X}_{T_{i \zeta \psi}}^{-1}=s\right\} \cap B_{i}
$$

Note that for $s \in S, \mathbb{P}\left(B_{i}^{s}\right)=\mathbb{P}\left(B_{j}^{s}\right)$ for all $1 \leq i, j \leq n$. Hence,

$$
\mathbb{P}\left(B_{i}\right)=\mathbb{P}\left(\cup_{s \in S} B_{i}^{s}\right)=\sum_{s \in S} \mathbb{P}\left(B_{i}^{s}\right)=\gamma
$$

Therefore $\mathbb{P}\left(l_{1} \geq n \psi \zeta\right) \leq \prod_{i=1}^{n-1}\left(\sum_{s \in S} \mathbb{P}\left(B_{i}^{s}\right)\right)=\gamma^{n-1}$.
Now we will show that we can choose $\zeta>0$, such that $\gamma<1$. It is enough to show that we can choose $\zeta>0$, such that $\mathbb{P}\left(B_{1}\right)<1$. For this we follow an argument similar to the proof of Lemma 3.3 of [6]. From definition it is clear that the vertices which belong to $\Sigma_{X_{\psi \xi}}$ are obtained as follows. The vertices at level $(\zeta-1) \psi$ are of $d$-types and have a distribution
with mean matrix $M^{(\zeta-1) \psi}$. Further, the vertices at level $\zeta \psi$ have a number of various types of coloured vertices and we have deleted the first child. Therefore, the expectation matrix of such vertices is $M-A$ where $A$ is a $d \times d$-matrix with $0 \leq A_{s u} \leq 1$ and $A \mathbf{1}=\mathbf{1}$. Thus, $\gamma=\mathbb{P}\left(B_{1}\right)$ is at most as large as the extinction probability of a multi-type branching process with mean matrix $\tilde{M}_{\zeta}:=M^{(\zeta-1) \psi}(M-A)$. But, from Eq. (10) it follows that

$$
m_{0}:=\min _{s \in S} \sum_{u \in S} m_{s u}>1
$$

So for any $s \in S$, the $s$ th row sum of $\tilde{M}_{\zeta}$ is at least as large as $m_{0}^{(\zeta-1) \psi}\left(m_{0}-1\right)$. Now select $\zeta \geq 1$, such that $m_{0}^{(\zeta-1) \psi}\left(m_{0}-1\right)>1$. From the argument above then we can conclude that $\gamma<1$.

### 3.2. Moment bounds

We conclude this section with the required moment bounds on the regeneration times defined above. For $x \in \mathbb{T}_{d}$, let $T(x)$ be as in (5) and $\tau_{1}$ be as in (9). Furthermore, let

$$
\begin{equation*}
L(x):=\sum_{j=0}^{\infty} I_{\left\{X_{j}=x\right\}} \text { and } \mathcal{D}:=\sum_{x \in \mathbb{T}_{d}} I_{\left\{T(x) \leq \tau_{1}\right\}} \tag{22}
\end{equation*}
$$

be total number of visits to $x$ and the number of distinct vertices visited before $\tau_{1}$ respectively.
In Proposition 3.4 we show moment bounds on $L(e), \mathcal{D}$ and these yield the moment bounds on regeneration times. For the bound on $L(e)$ we will work with induced walk on specific subtrees and provide moment bounds for their visits to the root. For moment bounds on $\mathcal{D}$ we will need tail bounds on regeneration levels that were proved in Proposition 3.3.

Proposition 3.4. Assume (E1) and (E2). Then for $p \geq 1$,
(a) $\mathbb{E}\left[L(e)^{p}\right]<\infty$;
(b) $\mathbb{E}\left[\mathcal{D}^{p}\right]<\infty$; and
(c) $\mathbb{E}\left[\tau_{1}^{p}\right]<\infty$.

Proof (a). For $n \geq 1$, let

$$
\mathcal{U}_{n}=\left\{\left\{x^{i}\right\}_{i=1}^{d}: x^{i} \in \mathbb{T}_{d}^{n} \text { and }\left[x^{i}, e\right] \cap\left[x^{j}, e\right]=\{e\} \text { for all } 1 \leq i \neq j \leq d\right\}
$$

We will denote any element of $\mathcal{U}_{n}$ by $\mathcal{A}_{n}$ and the smallest sub-tree in $\mathbb{T}_{d}$ containing $\mathcal{A}_{n}$ will be denoted by $\mathfrak{T}_{n}$. Consider the walk $\left\{Y_{k}^{\mathfrak{T}_{n}}: k \geq 1\right\}$. Define

$$
\tilde{T}_{\mathcal{A}_{n}}=\inf \left\{k \geq 1: Y_{k}^{\mathfrak{T}_{n}} \in \mathcal{A}_{n}\right\}, \text { and } \tilde{L}\left(e, \tilde{T}_{\mathcal{A}_{n}}\right)=\sum_{i=0}^{\infty} I_{\left\{Y_{i}^{\mathfrak{T}_{n}}=e, i<\tilde{T}_{\mathcal{A}_{n}}\right\}}
$$

to be the hitting time of $\mathcal{A}_{n}$ and the number of visits of $Y^{\mathfrak{T}_{n}}$ to $e$ before the walk $Y^{\mathfrak{T}_{n}}$ hits $\mathcal{A}_{n}$ respectively. Define $\tilde{R}_{n}=\inf \left\{k \geq 1: Y_{k}^{\mathfrak{T}_{n}}=e\right\}$ return time to $e$. Under the quenched law, $\tilde{L}\left(e, \tilde{T}_{\mathcal{A}_{n}}\right)$ is a geometric random variable with parameter $q_{\omega}$ given by

$$
q_{w}=\mathbf{P}_{\omega}\left(\tilde{T}_{\mathcal{A}_{n}}<\tilde{R}_{n}\right)=\sum_{i=1}^{d} w\left(e, s_{i}\right)\left(\sum_{j=1}^{n} \prod_{k=1}^{j-1} \frac{\omega\left(x_{k}^{i}, x_{k-1}^{i}\right)}{\omega\left(x_{k}^{i}, x_{k+1}^{i}\right)}\right)^{-1} .
$$

Using standard results about geometric random variables we know that for $p>1, \exists c_{p}>0$, such that

$$
\begin{align*}
\mathbb{E}\left[\tilde{L}\left(e, \tilde{T}_{\mathcal{A}_{n}}\right)^{p}\right] & \leq c_{p} \mathbb{E}\left[q_{\omega}^{-p}\right]=c_{p} \mathbb{E}\left[\left(\sum_{i=1}^{d} w\left(e, s_{i}\right)\left(\sum_{j=1}^{n} \prod_{k=1}^{j-1} \frac{\omega\left(x_{k}^{i}, x_{k-1}^{i}\right)}{\omega\left(x_{k}^{i}, x_{k+1}^{i}\right)}\right)^{-1}\right)^{-p}\right] \\
& \leq c_{p} d^{-p} \mathbb{E}\left[\left(\min _{1 \leq i \leq d}\left(\sum_{j=1}^{n} \prod_{k=1}^{j-1} \frac{\omega\left(x_{k}^{i}, x_{k-1}^{i}\right)}{\omega\left(x_{k}^{i}, x_{k+1}^{i}\right)}\right)^{-1}\right)^{-p}\right] \\
& =c_{p} d^{-p} \mathbb{E}\left[\max _{1 \leq i \leq d}\left(\sum_{j=1}^{n} \prod_{k=1}^{j-1} \frac{\omega\left(x_{k}^{i}, x_{k-1}^{i}\right)}{\omega\left(x_{k}^{i}, x_{k+1}^{i}\right)}\right)^{p}\right] \tag{23}
\end{align*}
$$

For $x \in \mathbb{T}_{d}$, define $R^{x}:=\inf \left\{n \geq 1: Y_{n}^{\mathbb{T}_{d}(x)}=x\right\}$. We note here that the distribution of $R^{x}$ under the annealed measure $\mathbb{P}$ depends on $x$ only through its type. In particular, $\mathbb{P}\left(s_{x}=s, R^{x}<\infty\right)$ depends only on $s \in S$. We further define

$$
H:=\inf \left\{k \geq 1: \exists \mathcal{A}_{k} \in \mathcal{U}_{k} \text { such that } \mathbf{P}_{\omega}^{x}\left(R^{x}=\infty\right)=1 \text { for all } x \in \mathcal{A}_{k}\right\}
$$

Observe that for any $n \geq 1$,

$$
L(e) I_{\{H=n\}} \leq \tilde{L}\left(e, \tilde{T}_{\mathcal{A}_{n}}\right) I_{\{H=n\}}
$$

By Hölder's inequality, with $a=1+\delta / p, b=1+p / \delta$, for some $\delta>0$ and using (23) we have

$$
\begin{align*}
\mathbb{E}\left[L(e)^{p} I_{\{H=n\}}\right] & \leq \mathbb{E}\left[\left(\tilde{L}\left(e, \tilde{T}_{\mathcal{A}_{n}}\right)\right)^{p} I_{\{H=n\}}\right] \\
& \leq \mathbb{E}\left[\tilde{L}\left(e, \tilde{T}_{\mathcal{A}_{n}}\right)^{p a}\right]^{1 / a} \mathbb{P}(H=n)^{1 / b} \\
& \leq c_{p} d^{-p}\left(\mathbb{E}\left[\max _{1 \leq i \leq d}\left(\sum_{j=1}^{n} \prod_{k=1}^{j-1} \frac{\omega\left(x_{k}^{i}, x_{k-1}^{i}\right)}{\omega\left(x_{k}^{i}, x_{k+1}^{i}\right)}\right)^{p a}\right]\right)^{1 / a} \mathbb{P}(H=n)^{1 / b} . \\
& \leq c_{p} d^{-p}\left(\mathbb{E}\left[\max _{1 \leq i \leq d}\left(\sum_{j=1}^{n} \prod_{k=1}^{j-1} \frac{\omega\left(x_{k}^{i}, x_{k-1}^{i}\right)}{\omega\left(x_{k}^{i}, x_{k+1}^{i}\right)}\right)^{p a}\right]\right)^{1 / a} \mathbb{P}(H=n)^{1 / b} . \tag{24}
\end{align*}
$$

Now,

$$
\begin{align*}
\mathbb{P}(H=n) & \leq \mathbb{P}\left(\bigcup_{s \sim e} \bigcap_{y \in \mathbb{T}_{d}(s) \cap \mathbb{T}_{d}^{n-1}}\left\{R^{y}<\infty\right\}\right) \leq \sum_{s \sim e} \mathbb{P}\left(\bigcap_{y \in \mathbb{T}_{d}(s) \cap \mathbb{T}_{d}^{n-1}}\left\{R^{y}<\infty\right\}\right) \\
& =\sum_{s \sim e} \prod_{y \in \mathbb{T}_{d}(s) \cap \mathbb{T}_{d}^{n-1}} \mathbb{P}\left(R^{y}<\infty\right) \\
& \leq d\left(\max _{s \in S, y \in \mathbb{T}_{d}(s) \cap \mathbb{T}_{d}^{n-1}} \mathbb{P}\left(s_{y}=s, R^{y}<\infty\right)\right)^{(d-1)^{n-2}} . \tag{25}
\end{align*}
$$

Let $q=\max _{s \in S, y \in \mathbb{T}_{d}(s) \cap \mathbb{T}_{d}^{n-1}} \mathbb{P}\left(s_{y}=s, R^{y}<\infty\right)$. Recall that $\mathbb{P}\left(s_{y}=s, R^{y}<\infty\right)$ depends on $y$ only through $s \in S$, thus, $q \max _{s \in S} \mathbb{P}\left(s_{y}=s, R^{y}<\infty\right)$. Therefore, $q<1$. From(24), (25)
and using (E2) the above we have

$$
\begin{align*}
\mathbb{E}\left[L(e)^{p}, I_{\{H=n\}}\right] & \leq c_{p} d^{-p}\left(\mathbb{E}\left[\max _{1 \leq i \leq d}\left(\sum_{j=1}^{n} \prod_{k=1}^{j-1} \frac{\omega\left(x_{k}^{i}, x_{k-1}^{i}\right)}{\omega\left(x_{k}^{i}, x_{k+1}^{i}\right)}\right)^{p a}\right]\right)^{1 / a}\left(d q^{(d-1)^{n-2}}\right)^{\frac{1}{b}} \\
& \leq c_{p} d^{-p+\frac{1}{b}}\left(\sum_{j=1}^{n} \frac{1}{\epsilon^{j-1}}\right) q^{\frac{(d-1)^{n-2}}{b}} \\
& \leq c_{p} d^{-p+\frac{1}{b}} \frac{\epsilon}{1-\epsilon}\left(\frac{1}{\epsilon}\right)^{n-1} q^{\frac{(d-1)^{n-2}}{b}} \\
& \leq \frac{c_{p} \epsilon^{2} d^{-p+\frac{1}{b}}}{1-\epsilon} \exp \left(-\log (\epsilon) n+\frac{1}{b} \log (q)(d-1)^{n-2}\right) \tag{26}
\end{align*}
$$

It easily follows that

$$
\mathbb{E}\left[L(e)^{p}\right]=\sum_{n=1}^{\infty} \mathbb{E}\left[L(e)^{p}, I_{\{H=n\}}\right]<\infty
$$

(b) From the definition of $\mathcal{D}$, we have

$$
\begin{aligned}
\mathcal{D} & =\sum_{x \in \mathbb{T}_{d}} I_{\left\{T(x) \leq \tau_{1}\right\}}=1+\sum_{x \neq e, x \in \mathbb{T}_{d}} \sum_{n=1}^{\infty} I_{\left\{T(x) \leq T_{n}\right\}} I_{\left\{l_{1}=n\right\}} \\
& =1+\sum_{n=1}^{\infty} \sum_{x \neq e, x \in \mathbb{T}_{d}} I_{\left\{T(x) \leq T_{n}\right\}} I_{\left\{l_{1}=n\right\}} \\
& =1+\sum_{n=1}^{\infty}\left(\sum_{k=1}^{n} \sum_{x \in \mathbb{T}_{d}^{k}} I_{\left\{T(x) \leq T_{n}\right\}}\right) I_{\left\{l_{1}=n\right\}} \\
& \leq 1+\sum_{n=1}^{\infty}\left(\sum_{k=1}^{n} \sum_{x \in \mathbb{T}_{d}^{k}} I_{\{T(x)<\infty\}}\right) I_{\left\{l_{1}=n\right\}} .
\end{aligned}
$$

For each $k \geq 1$, we may dominate the random variable $\sum_{x \in \mathbb{T}^{k}} I_{\{T(x)<\infty\}}$ by a Geometric ( $1-q$ ) random variable (where $q$ was defined in the previous proof). This implies

$$
\mathbb{E}\left(\sum_{x \in \mathbb{T}_{d}^{k}} I_{\{T(x)<\infty\}}\right)^{2 p} \leq c_{p}(1-q)^{-2 p}
$$

Using this, Jensen's inequality, followed by Hölder's inequality we have for all $n \geq 1$,

$$
\begin{aligned}
n^{p-1} \sum_{k=1}^{n} \mathbb{E}\left(\left(\sum_{x \in \mathbb{T}_{d}^{k}} I_{\{T(x)<\infty\}}\right)^{p} I_{\left\{l_{1}=n\right\}}\right) & \leq n^{p-1} \sum_{k=1}^{n} \mathbb{E}\left(\left(\sum_{x \in \mathbb{T}_{d}^{k}} I_{\{T(x)<\infty\}}\right)^{p} I_{\left\{l_{1}=n\right\}}\right) \\
& \leq n^{p-1} \sum_{k=1}^{n} \sqrt{\mathbb{E}\left(\sum_{x \in \mathbb{T}_{d}^{k}} I_{\{T(x)<\infty\}}\right)^{2 p}} \sqrt{\mathbb{P}\left(l_{1}=n\right)} \\
& \leq \sqrt{c_{p}}(1-q)^{-p} n^{p} \sqrt{\mathbb{P}\left(l_{1}=n\right)} \\
& 92
\end{aligned}
$$

Then,

$$
\begin{equation*}
\mathbb{E}\left[\mathcal{D}^{p}\right] \leq \sqrt{c_{p}}(1-\mathbb{P}(R<\infty))^{-p} \sum_{n=1}^{\infty} n^{p} \mathbb{P}\left(l_{1}=n\right)^{1 / 2} \tag{27}
\end{equation*}
$$

The result follows from Proposition 3.3.
(c) Let $\left\{x_{i}: 1 \leq i \leq \mathcal{D}\right\}$ be an enumeration of the vertices visited by the walk $X$ before time $\tau_{1}$. It is easy to see that

$$
\tau_{1}=\sum_{i=1}^{\mathcal{D}} L\left(x_{i}\right)
$$

So,

$$
\begin{equation*}
\mathbb{E}\left[\tau_{1}^{p}\right]=\mathbb{E}\left[\left(\sum_{i=1}^{\mathcal{D}} L\left(x_{i}\right)\right)^{p}\right] \leq \mathbb{E}\left[\mathcal{D}^{p-1} \sum_{i=1}^{\mathcal{D}} L\left(x_{i}\right)^{p}\right] \tag{28}
\end{equation*}
$$

Now

$$
\mathcal{D}^{p-1} \sum_{i=1}^{\mathcal{D}} L\left(x_{i}\right)^{p}=\sum_{i=1}^{\infty} \mathcal{D}^{p-1} L\left(x_{i}\right)^{p} I_{\{\mathcal{D} \geq i\}} .
$$

For each $i \geq 1$, using Hölder's inequality twice (first with $q=1+\delta / p$, and $q^{\prime}=1+p / \delta$ ) and Chebychev's inequality, we have

$$
\begin{align*}
\mathbb{E}\left[\mathcal{D}^{p-1} L\left(x_{i}\right)^{p} I_{\{\mathcal{D} \geq i\}}\right] & \leq\left[\mathbb{E}\left[L\left(x_{i}\right)^{p+\delta}\right]\right]^{1 / q}\left[\mathbb{E}\left[\mathcal{D}^{(p-1) q^{\prime}} I_{\{\mathcal{D} \geq i\}}\right]\right]^{1 /\left(q^{\prime}\right)} \\
& \leq\left[\mathbb{E}\left[L\left(x_{i}\right)^{p+\delta}\right]\right]^{1 / q}\left[\mathbb{E}\left[\mathcal{D}^{2(p-1) q^{\prime}}\right]\right]^{1 /\left(2 q^{\prime}\right)} \operatorname{P}(\mathcal{D} \geq i)^{1 /\left(2 q^{\prime}\right)} \\
& \leq\left[\mathbb{E}\left[L\left(x_{i}\right)^{p+\delta}\right]\right]^{1 / q}\left[\mathbb{E}\left[\mathcal{D}^{2(p-1) q^{\prime}}\right]\right]^{1 /\left(2 q^{\prime}\right)}\left[\mathbb{E}\left(\mathcal{D}^{4 q^{\prime}}\right)\right]^{1 /\left(2 q^{\prime}\right)} \frac{1}{i^{2}} . \tag{29}
\end{align*}
$$

By definition of $L$ we have

$$
\begin{equation*}
\mathbb{E}\left[L\left(x_{i}\right)^{p+\delta}\right] \leq \mathbb{E}\left[L\left(x_{i}\right)^{p+\delta} \mid X_{0}=x_{i}\right]=\mathbb{E}\left[L(e)^{p+\delta}\right] . \tag{30}
\end{equation*}
$$

Using (28), (29), (30), the fact that $\sum_{i=1}^{\infty} \frac{1}{i^{2}}<\infty$, along with part (a) and (b), we have the result.

## 4. Proof of main results

We are now ready to prove the main result. We will need only the first moment bound obtained in Proposition 3.4 for the regeneration time. Then a standard renewal technique will yield the result in Theorem 2.1. For Theorem 2.2, we will identify independent blocks conditioned on the type of vertex at the regeneration times. This along with proportion of visits to each time will yield the result.

Proof of Theorem 2.1. Let $\left\{\tau_{n}\right\}_{n \geq 1}$ be the sequence of regeneration times defined in (9). By Proposition 3.4, $\mathbb{E}\left(\tau_{1}\right)<\infty$. So for all $n \geq 1$, there exists a (random) subsequence $\left\{k_{n}\right\}_{n \geq 1}$ such that

$$
\begin{equation*}
\tau_{k_{n}}<n \leq \tau_{k_{n}+1} . \tag{31}
\end{equation*}
$$

It is then readily seen that

$$
\begin{equation*}
\frac{\left|X_{n}\right|}{n}=\frac{\left|X_{\tau_{1}}\right|+\sum_{m=1}^{k_{n}-1}\left(\left|X_{\tau_{m+1}}\right|-\left|X_{\tau_{m}}\right|\right)+\left|X_{n}\right|-\left|X_{\tau_{k_{n}}}\right|}{\tau_{1}+\sum_{m=1}^{k_{n}-1}\left(\tau_{m+1}-\tau_{m}\right)+n-\tau_{k_{n}}} . \tag{32}
\end{equation*}
$$

For any $s \in S$, define

$$
Y_{i}(s)=\left\{\begin{array}{ll}
\tau_{1} I_{\left\{s_{\chi_{1}}=s\right\}} & i=1  \tag{33}\\
\left(\tau_{i}-\tau_{i-1}\right) I_{\left\{s_{X_{\tau_{i}}=s}\right\}} & i>1,
\end{array} \quad Z_{i}(s)= \begin{cases}\left|X_{\tau_{1}}\right| I_{\left\{s_{X_{\tau_{1}}}=s\right\}} & i=1 \\
\left(\left|X_{\tau_{i}}\right|-\left|X_{\tau_{i-1}}\right|\right) I_{\left\{s_{X_{\tau_{i}}=s}\right\}} & i>1 .\end{cases}\right.
$$

Using Assumption (E1) we have for each $s \in S,\left\{Y_{i}(s)\right\}_{i \geq 1}$ and $\left\{Z_{i}(s)\right\}_{i \geq 1}$ are i.i.d. Using Proposition 3.4,

$$
\mathbb{E}\left[Y_{i}(s)\right]=\mathbb{E}\left[Y_{1}(s)\right]=\mathbb{E}\left[\tau_{1} I_{\left\{s X_{\tau_{1}}=s\right.}\right] \leq \mathbb{E}\left[\tau_{1}\right]<\infty
$$

and

$$
\mathbb{E}\left[Z_{i}(s)\right]=\mathbb{E}\left[Z_{1}(s)\right]=\mathbb{E}\left[\left|X_{\tau_{1}}\right| I_{\left\{s_{X_{\tau_{1}}=s}\right\}}\right] \leq \mathbb{E}\left[\left|X_{\tau_{1}}\right|\right] \leq c_{1} \mathbb{E}\left[\tau_{1}\right]<\infty
$$

By strong law of large numbers for each $s \in S$,

$$
\lim _{n \rightarrow \infty} \frac{\sum_{i=1}^{n} Y_{i}(s)}{n} \rightarrow \mathbb{E}\left[Y_{1}(s)\right] \text { and } \lim _{n \rightarrow \infty} \frac{\sum_{i=1}^{n} Z_{i}(s)}{n} \longrightarrow \mathbb{E}\left[Z_{1}(s)\right]
$$

$\mathbb{P}$-almost surely, as $n \rightarrow \infty$. Consequently,

$$
\begin{equation*}
\frac{\sum_{l=1}^{k_{n}-1} \tau_{l+1}-\tau_{l}}{k_{n}-1}=\sum_{s \in S} \sum_{i=1}^{k_{n}-1} \frac{Y_{i}(s)}{k_{n}-1} \longrightarrow \sum_{s \in S} \mathbb{E}\left[Y_{1}(s)\right]=\mathbb{E}\left[\tau_{1}\right] \tag{34}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\sum_{l=1}^{k_{n}-1}\left|X_{\tau_{l+1}}\right|-\left|X_{\tau_{l}}\right|}{k_{n}-1}=\sum_{s \in S} \sum_{i=1}^{k_{n}-1} \frac{Z_{i}(s)}{k_{n}-1} \longrightarrow \sum_{s \in S} \mathbb{E}\left[Z_{1}(s)\right]=\mathbb{E}\left[\left|X_{\tau_{1}}\right|\right] \tag{35}
\end{equation*}
$$

almost surely $\mathbb{P}$, as $n \rightarrow \infty$. Now,

$$
\begin{align*}
& 0 \leq n-\tau_{k_{n}} \leq \tau_{k_{n}+1}-\tau_{k_{n}}  \tag{36}\\
& \mathbb{E}\left[\tau_{k_{n}}-\tau_{k_{n}-1}\right]=\sum_{s \in S} \mathbb{E}\left[\tau_{k_{n}}-\tau_{k_{n}-1} I_{\left\{s_{X_{\tau_{k_{n}}}}=s\right\}}\right] \\
& =\sum_{s \in S} \mathbb{E}\left[I_{\left\{s_{X_{\tau_{k_{n}}}}\right.}=s \in \mathbb{E}\left[\tau_{k_{n}}-\tau_{k_{n}-1} \mid s_{X_{\tau_{k_{n}}}}=s\right]\right]=\sum_{s \in S} \mathbb{E}\left[I_{\left\{s_{X_{\tau_{k_{n}}}}=s\right]} \mathbb{E}\left[\tau_{2}-\tau_{1} \mid s_{X_{\tau_{1}}}=s\right]\right] \\
& \leq \sum_{s \in S} \mathbb{E}\left[\mathbb{E}\left[\tau_{2}-\tau_{1} \mid s_{X_{\tau_{1}}}=s\right]\right]=|S| \mathbb{E}\left[\tau_{2}-\tau_{1}\right]  \tag{37}\\
& \text { and } \\
& 0 \leq\left|X_{n}\right|-\left|X_{\tau_{k_{n}}}\right| \leq\left|X_{\tau_{k_{n}+1}}\right|-\left|X_{\tau_{k_{n}}}\right| \text { and } n-\left|X_{\tau_{k_{n}}}\right| \leq c_{1}\left(n-\tau_{k_{n}}\right) \tag{38}
\end{align*}
$$

for some $c_{1}>0$. Using (34)-(38) along with simple elementary algebra on (32) yields

$$
\frac{\left|X_{n}\right|}{n} \longrightarrow \frac{\mathbb{E}\left[\left|X_{\tau_{1}}\right|\right]}{\mathbb{E}\left[\tau_{1}\right]}
$$

almost surely as $n \rightarrow \infty$.

Proof of Theorem 2.2. Recall from (31) and (33), $k_{n}, \tau ., Z .(\cdot)$ and $Y .(\cdot)$. Let

$$
v=\frac{\mathbb{E}\left[\left|X_{\tau_{1}}\right|\right]}{\mathbb{E}\left[\tau_{1}\right]}, W_{k}(s)=Z_{k}(s)-Y_{k}(s) v, S_{n}(s)=\sum_{k=1}^{n} W_{k}(s), \text { and } S_{n}=\sum_{s \in S} S_{n}(s) .
$$

Observe that,

$$
\sqrt{n}\left(\frac{\left|X_{n}\right|}{n}-v\right)=\sqrt{n}\left(\frac{\left|X_{n}\right|}{n}-S_{k_{n}}-v\right)+\frac{S_{k_{n}}}{\sqrt{n}}
$$

As,

$$
\frac{1}{\sqrt{n}}\left|\left|X_{n}\right|-S_{k_{n}}-n v\right| \leq \max _{1 \leq i \leq k_{n}} \frac{\tau_{i}-\tau_{i-1}}{\sqrt{n}}
$$

our result will follow if we establish that as $n \rightarrow \infty$

$$
\begin{equation*}
\frac{S_{k_{n}}}{\sqrt{n}} \xrightarrow{d} N\left(0, \sigma^{2}\right), \text { for some } \sigma^{2}>0 \tag{39}
\end{equation*}
$$

and for all $\delta>0$

$$
\begin{equation*}
\mathbb{P}\left(\max _{0 \leq i \leq k_{n}} \frac{\tau_{i+1}-\tau_{i}}{\sqrt{n}}>\delta\right) \longrightarrow 0 \tag{40}
\end{equation*}
$$

Proof of (39): Using Assumption (E1), it is easy to check that $s_{X_{\tau_{i}}}$ under the annealed law $\mathbb{P}$ is uniform on $S$ (see [1, Section 2]) and thus the vector $\left(W_{k}(s)\right)_{s \in S}$ forms an i.i.d sequence with mean

$$
\mathbb{E}\left[W_{1}(s)\right]=\mathbb{E}\left[X_{\tau_{1}} I_{\left\{s_{X_{\tau_{1}}=s}\right\}}\right]-\mathbb{E}\left[\tau_{1} I_{\left\{s_{\chi_{\tau_{1}}=s}\right\}}\right] v \text { for each } s \in S,
$$

and covariance

$$
\sigma_{s_{1} s_{2}}=\mathbb{E} \prod_{i=1}^{2}\left[\left(\left|X_{\tau_{1}}\right| I_{\left\{s_{X_{\tau_{1}}=s_{i}}\right\}}-\tau_{1} I_{\left\{s_{X_{\tau_{1}}=s_{i}}\right.} v-\mathbb{E}\left[W_{1}\left(s_{i}\right)\right]\right)\right] \text { for } s_{1}, s_{2} \in S .
$$

Therefore by the multivariate central limit theorem, we have

$$
\frac{\left(S_{n}(s)-n \mathbb{E}\left[W_{1}(s)\right]\right)_{s \in S}}{\sqrt{n}} \xrightarrow{d} N(0, \Sigma)
$$

where $\Sigma=\left(\sigma_{s_{i} s_{j}}\right)_{s_{i}, s_{j} \in S}$. The continuous map theorem then implies that for each $s \in S$,

$$
\frac{S_{n}(s)-n \mathbb{E}\left[W_{1}(s)\right]}{\sqrt{n}} \xrightarrow{d} N\left(0, \sigma_{s}^{2}\right)
$$

with $\sigma_{s}^{2}=\sigma_{s s}$. If $\sigma=1^{t} \Sigma 1$ then it is immediate that as $n \rightarrow \infty$

$$
\begin{equation*}
\frac{S_{n}}{\sqrt{n}} \xrightarrow{d} N\left(0, \sigma^{2}\right) . \tag{41}
\end{equation*}
$$

Note that there is no centring because $\sum_{s \in S} \mathbb{E}\left[W_{1}(s)\right]=0$. From proof of Theorem 2.1, we know that $\frac{k_{n}}{n} \rightarrow \frac{1}{\mathbb{E}\left[\tau_{1}\right]}$. Using this and (41) we are done.
Proof of (40): Using Proposition 3.4(c) the proof is standard (see [3, Proof of Theorem 2.3]). Since $k_{n} \leq n$, we have that for any $\delta>0$,

$$
\begin{equation*}
\mathbb{P}\left(\max _{0 \leq i \leq k_{n}} \frac{\tau_{i+1}-\tau_{i}}{\sqrt{n}}>\delta\right) \leq \sum_{i=1}^{n} \mathbb{P}\left(\tau_{1}>\delta \sqrt{n}\right) . \tag{42}
\end{equation*}
$$

Note that, since $\mathbb{E}\left[\tau_{1}^{2}\right]<\infty$, one has that

$$
\sum_{i=1}^{\infty} \mathbb{P}\left(\tau_{1}>\frac{\delta \sqrt{i}}{\sqrt{T}}\right)=\sum_{i=1}^{\infty} \mathbb{P}\left(\tau_{1}^{2}>\frac{\delta^{2} i}{T}\right)<\infty .
$$

Hence, for each $\epsilon>0$ there is a deterministic constant $N \equiv N(d, \delta, \epsilon)$ such that

$$
\sum_{i=N}^{\infty} \mathbb{P}\left(\tau_{1}>\frac{\delta \sqrt{i}}{\sqrt{T}}\right)<\epsilon
$$

## Therefore,

$$
\limsup _{n \rightarrow \infty} \sum_{i=1}^{n} \mathbb{P}\left(\tau_{1}>\delta \sqrt{n}\right) \leq \limsup _{n \rightarrow \infty}\left(\sum_{i=1}^{N} \mathbb{P}\left(\tau_{1}>\delta \sqrt{n}\right)+\sum_{i=N+1}^{\infty} \mathbb{P}\left(\tau_{1}>\frac{\delta \sqrt{i}}{\sqrt{T}}\right)\right) \leq \epsilon .
$$

As $\epsilon>0$ was arbitrary, one concludes from the last limit and (42) that (40) holds.
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