Notes on Border’s Theorem

1 Background

Consider a setting where an object needs to be allocated to n agents. Each agent ¢ has
a private value v; for the object. Assume that the value of each agent i is drawn using
some distribution F; with some support V;. A planner/designer sets up an allocation rule
to allocate the object. Such an allocation rule assigns probabilities of winning the object
to each agent at every profile of values (vq,...,v,). Given such an allocation rule, an agent
1 with value v; can compute her interim allocation probability of winning the object. This
induces an interim allocation rule, which maps each v; € V; to a number in [0, 1]. Thus,
every allocation rule induces n interim allocation rules.

These interim allocation rules form the heart of many problems in economic theory.
For instance, if the allocation rule is used in an auction, the incentive constraints can be
reformulated to be just monotonicity constraints of interim allocation rules and the objective
function of a revenue-maximizing seller can be written in terms of interim allocation rules.

Suppose we are given n arbitrary maps: from V; to [0, 1] for each i. Border’s theorem
asks if such maps can correspond to n valid interim allocation rules. That is, if there
exists an allocation rule which can generate these n maps as interim allocation rules. The
initial motivation for such a question came from auction theory: early necessary conditions
and conjectures were due to Matthews and Maskin. However, Border’s theorem now has
applicability in other areas of economic theory.

There are two (related) versions of Border’s theorem: (1) with a finite type space; (2) with
a continuum type space. This note covers both the versions. We start with a symmetric
model and finite type space. We then extend this finite type space characterization to a
model without symmetry. We then look a continuum type space with symmetry and without

symmetry. We then give some applications of Border’s theorem.

2 The symmetric model

A single object is to be allocated to a set of n agents. The set of agents are denoted by

N. Agents are ex-ante identical: each agent ¢ draws its values from some finite set X and



the corresponding probability distribution is F. So, F(z) € [0, 1] is the probability that an
agent has value v € X, and ) _ F(r) = 1. A profile of values is n draws from X using
the same distribution F'.

It may be useful to represent a profile of values alternatively. A counting function is

amap c: X — {0,1,...,n} such that

Z clx)=n

zeX
Let C be the set of all counting functions. Each counting function ¢ € C represents a profile of
values (and all its permutations): if a value x belongs to this profile if and only if ¢(x) > 0.
Further, ¢(z) represents the number of agents who have value . A counting function is
thus an anonymous representation of a profile of values since it only counts the number of
occurrences of a particular value.

We are now ready to define a symmetric allocation rule.

DEFINITION 1 A symmetric allocation rule is a map ¢ : X x C — [0,1] such that

q(z,c) =0 if () =0

Z c(x)q(xz,c) <1 VeelC

zeX
A symmetric allocation rule assigns all agents with identical value the object with identical
probability. Hence, g(z,c) defines the probability with which an agent of type x receives
the object when any valuation profile corresponding to count function ¢ occurs. The first
constraint ensures that the object is only given to values that appear in the profile. The
second condition ensures that the total probability is less than 1.

Let A(c) be the probability with which a profile of values corresponding to counting

function c is realized: this is the sum of probabilities of all profile of values that generate the

counting function c¢. This probability can be computed from F' as:

Ae) = []1F () VeeC

zeX

We are now ready to introduce interim allocation rules.



DEFINITION 2 An interim allocation rule is a map @ : X — [0, 1].

The interpretation of Q(z) is the (interim) probability with which an agent with value z
wins the object (in some allocation rule). Of course, every allocation rule ¢ generates an

interim allocation rule () as follows.

Q) F(x) =Y e@a(m, OMe)  VoeX 1)

ceC
The LHS of equation (1) calculates (using ) the probability that winner is an agent with
value z. The RHS calculates the same thing using ¢. It may be useful to define @ from @

as follows:

Hence, (1) can be rewritten as follows:

Q) = c(z)g(w, c)A(c) VeeX (2)
ceC
DEFINITION 3 An interim allocation rule @ : X — [0,1] is implementable if there erists

an allocation rule q such that equation (2) (or, equivalently (1)) holds.
This leads to our first theorem.

THEOREM 1 (Finite Symmetric Border) An interim allocation rule Q is implementable
if and only iof

Z@(l’)él—( 3 F(@)” VSCX (3)

zeS z€X\S

Proof: We first construct a layered network as follows. There is a source s and a sink
vertex t. First layer consists of all the types in X, i.e., a vertex for each type x € X. Second
layer consists of all the counting functions C, i.e., a vertex for each counting function ¢ € C.

There is an edge (s, z) for each # € X and there is an edge (¢, t) for each ¢ € C. There is an

edge (z,c) if and only if ¢(x) > 0. Capacity of edges (x, ¢) is infinite: k(z,c) := oo. Capacity



of edge (s,2) is k(s,z) :== Q(z) = nQ(x)F(x). Capacity of edge (c,t) is r(c,t) == Ac). A

representative network is shown in Figure 1.
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Figure 1: Network corresponding to three types

Flow defines f(e) for every edge e such that capacity constraints and flow balancing

constraints hold. The first step of the proof is to show that () is implementable if and only

if there is a “maximal” flow f such that f(s,z) = Q(z) = nQ(z)F(x) for all z.



Necessity. Suppose () is implementable by g. Then, define the following flow:

So, by definition, f satisfies capacity constraints. For flow balancing, we see that for any

vertex x in the first layer, the incoming flow is é(z) The outgoing flow is

S c@)glz, M) = Qla)

c:e(z)>0

Hence, flow balancing holds at x. Now, pick ¢. Outgoing flow is

Y cl@)alz, A(e)

x:c(x)>0
which is also the sum of incoming flows. So, this is a feasible flow. Since the edges (s, z) for

each x flow at full capacity, it is a maximal flow.

Sufficiency. Suppose there is a maximal flow f where each edge (s, z) flows at full capacity.

Then, define ¢ from f as follows. For every (z,¢) with ¢(z) > 0,

If ¢(x) =0, we set g(x,c) = 0. We show that ¢ is feasible. First, for every x, flow balancing

at x gives

nQ(2)F(x) = f(s,x) = Y flz,c) = c(x)q(z, c)A(c)

cie(z)>0 c:e(z)>0

Hence, ¢ generates the interim probabilities (). By definition ¢(z, ¢) > 0. By flow balancing



at ¢, we see that

S fee)= 3 cladale, )N = fle.t) < Ale)

z:e(x)>0 z:c(x)>0

where the last inequality is because of capacity constraint on (c,t). As a result, we have for

every c,

which is the desired feasibility constraint. This completes the first step of the proof.

The next step shows that Border’s (symmetric) inequalities hold if and only if there is a
maximal flow f where each edge (s, x) flows at full capacity. This in turn is true if and only
if the “the cut” where source s is on one side and all other vertices are on the other side is
a “minimum cut”, where we explain the meanings of cut and minimum cut below.

For this, we use the max-flow equals min-cut theorem. First, a cut is a partitioning of set
of vertices such that s and t are on different sets. Second, the capacity of a cut is the capacity
of all the edges that go from s side of the cut to ¢ side of the cut. Given this definition, the
candidate minimum cuts must have no vertex x on s-side and a corresponding ¢ on t side
such that ¢(z) > 0. This is because the capacity of these edges is infinite. Hence, we only
consider cuts where some S C X set of types are on s-side and every ¢ with ¢(x) > 0 for
some x € S is also on s-side. The capacity of this cut is thus the capacities of all edges from

the ¢ vertices on s-side to sink ¢t and all edges from s to vertices in X \ S:

n Y Qz)F(x)+ > Ac)

zeX\S c:e(z)>0 for some z€S

Using the fact that ) A(c) = 1, we get

> Aoy=1—=" > Xo)

c:e(x)>0 for some z€S c:ie(z)=0 V z€S



Hence, the total capacity is

n Y Q@F@E)+1- Y Mo

zeX\S c:ie(x)=0 V z€S

The capacity of the cut involving S = () is

n > Qa)F(x)

zeX

Hence, a necessary and sufficient condition for the S = ) cut to be minimal is

nY Q@F@)<n Y Q@FE)+1— > o)

reX zeX\S c:ie(x)=0 V z€S
& nz Qx)F(z) <1-— Z A(c)
zeS ce(x)=0 V z€S

Finally, the probability of the event ¢ : ¢(z) =0V x € S is the probability that type of each
agent lies in X \ S. This probability is

(1= F(x)]"

zeSs

Hence, the relevant necessary and sufficient condition is

nY Q)F(x)<1-[1-) F(x)]"

z€eS eSS

2.1 Submodularity and polymatroids

In continuous optimization problems, concave maximization plays an important role. A
counterpart of concave maximization in the framework of discrete optimization is submodular
optimization.

We study a class of optimization problems for which a greedy solution exists. Further,

whenever the primitives of the problems are integral, then the greedy solution is also an inte-



gral solution. This illustrates an important class of problems where the total unimodularity
property, a widely applied sufficient condition for existence of integral extreme points, need
not hold, but still we get integral extreme points.

We will be talking about set functions. Let X be a finite set and P(X) be the set of all
subsets of X. We will be interested in functions ¢ : P(X) — R, where we will normalize
(@) = 0 throughout.

To think of a real like example, think of firm producing a single product. To produce
the first unit, it requires some investment in machines and other fixed costs. To produce
the second unit, the cost is usually lower. As the production becomes large, there is natural
economies of scale, and the extra unit of cost of production goes down. This idea is captured

in the following definition.

DEFINITION 4 A function 1) : P(X) — R is submodular if for all A, B C X, we have
Y(AUB)+ (AN B) <y(A) +¢(B)

A function 1 : P(X) — R is non-decreasing if for all A, B C X with A C B, we have
Y(A) < Y(B).
If a function v : P(X) — R is both submodular and non-decreasing it is called a poly-

matroid.

Consider an example with X = {a,b,c} and ¥({a}) = ¢¥({b}) =v({c}) =1, ¥({a,b}) =
3,0({b,c}) = 2,¢({c,a}) = 4, ¥({a,b,c}) = 4. The function 1 is non-decreasing. However,
it is not submodular since ¥ ({a}) + ¥ ({b}) = 2 < 3 =¥ ({a, b}).

An alternate definition of a submodular function is the following.
THEOREM 2 A set function ¢ : P(X) — R is submodular if and only if for all A,B C X
with A C B and for all b ¢ B, we have

P(BU{b}) —¢(B) < p(AU{b}) — (A

The theorem says that the “marginal” contribution to a smaller subset is larger than to
a bigger subset. This is consistent with the idea that the derivative of a concave function is

non-increasing.



Proof: Suppose ¢ : P(X) — R is a submodular function. Pick A C B C X and b ¢ B.
Note that (AU {b})U B = BU{b} and (AU {b}) N B = A. Using submodularity we get,
W(AU{b}) +¢(B) > ¢Y(BU{b}) + (A), which gives the desired inequality.

For the converse, pick any A, B C N. If B C A, then AUB = Aand ANB = B.
As a result, trivially, ¢/(A) + ¢(B) = Y(AU B) + (AN B). So, assume B ¢ A, and let
B\ A:={by,...,b;}. Now,

(AU B) —4(B)

P(BULbr, ..., bi}) — ¥(B)
G(BU{bi, ..., b }) —b(BU{br, ..., b1})

T Y(BUb, .. b)) = (BUAb, ... b2}
+ ..
+Y(BU{bi}) —¥(B)
<Y(ANB)U{by,....b}) — (AN B)U{by,...,bp_1})
+Y((ANBYU{by,...,bp1}) — (AN B)YU{by,..., b2}
+ ...
+9((ANB)U{bi}) — (AN B)
—W((ANB) U by, ... b}) — H(AN B)
= P(A) — (AN B)
which gives the desired submodular inequality. |

Just like submodular functions, we can talk about supermodular functions. A function
¥ : P(X) — R is supermodular if and only if — submdoular. In other words, for every
ACBandb¢ B,

W(BU{b}) —¢(B) = v(AU{b}) — ¥(A)

So, for supermodular functions, marginal contributions increase for larger sets. A function
¥ P(X) — R is modular if it is both submodular and supermodular (i.e., the inequalities
in the definitions of submodular and supermodular functions hold with equality). A useful
characterization of modular function essentially says that they are “linear” functions. We

skip the proof.



THEOREM 3 A function ¥ : P(X) — R is modular if and only if there is some vector
v: X — R such that (S) =), qv(x) for all S C N.

2.2 Polymatroid Optimization

For simplicity of notation, we will denote X = {xy,...,2,,}. Sometimes, we will also refer
to x; as i. We will be interested in the following polyhedron associated with a polymatroid

set function ¢ : P(X) — R: !

PYi={zeRT:> 2z <y(S)VSCX}
j€s
Technically, z is a map from X to R,. However, it is easier to write it as a vector in R,
and denote by z; the value of the map for type z;.
We will attach a linear program with the feasible set being this polyhedron. In particular,

we will consider the following linear program:

maXchzj subject to z € P¥
z X
VIS

where ¢ € RI¥I. We will denote this linear program as LPY.

mgx E Cij

jex
subject to (LPY)
>z <w(S) VSCX

jes

Z]ZO V]EX

We show that a greedy algorithm gives an optimal solution of (LPw). The greedy algorithm

works as follows.

1. Without loss of generality, order the coefficients ¢y > co > ... > ¢, >0> ¢ 1 > ... >

1Since () = 0 and v in non-decreasing, 1(S) > 0 for all S.

10



2. Set

DS — (ST ifie {1,....r)

0 otherwise

Zi =

where S* = {1,...,i} for alli € {1,...,7} and S° = 0.

THEOREM 4 The greedy algorithm finds an optimal solution of (LPY) for any polymatroid
set function ¢ : P(X) — R.

Proof: As 1 is non-decreasing, z; = ¥(S") — ¢(S*™1) > 0 for all i € {1,...,r}. Also, for
each T' C X, we note that

dizi= > 5= > W) - ()]

JET JETNST JETNST
< Y [RENT) (87 N T)]
JETNST
<) (S NT) = (S nT)]
jeEST
=¢(S"NT) —¥(0)
< ¢(T),

where the first inequality followed from submodularity and the second and the last one from
non-decreasingness of 1.
This shows that the greedy solution is a feasible solution. The objective function value

from the greedy solution is

> alw(sh) = w(sh).

i=1

Now, to prove optimality, we consider the dual of the linear program LPY. The dual of this

11



linear program has variables yg for every S C X.

mlnzw

subject to (DLPY)

ZysZCj VjexX
S:jes

ys >0 vVSCX
We first give a solution to the dual (DLP"). Let

¢ —cipp if S =S8"forsomeie {1,....,r—1}
Ys = § ¢ if §=5"

0 otherwise

Note that non-negativity constraint is satisfied. Further, for any j < r,
Z Ys = Ysi +Ygirr + .. Fyse = ¢+ Z —Cip1] = ¢
S:jes

For any j > r, ¢; <0, and hence

Yo us=02¢

S:jes

Thus, the {ys}s is a feasible solution of the dual problem (DLPY). The objective function

value of the dual from this feasible solution is

r—1 r
D U(S)ys = e (ST) + D _lei — cipaldp ci[y P(S7H)]
SCN i=1 i=1

Hence, the objective function value of the primal feasible solution from the greedy al-
gorithm and the dual feasible solution is the same. By strong duality theorem, these are

optimal solutions. [ ]

12



Two interesting observations from the proof of Theorem 4 emerge. First, if ¢»(SU{a}) —
¥(9) is integral for all S € X and a € X \ 9, then there is a greedy integral optimal
solution. Second, if (S U {a}) — ¢(S) € {0,1} for all § C X and a € X \ S, then the
greedy algorithm gives a {0, 1} feasible solution that is optimal. In this case, 1 is called a
submodular rank function.

This point further highlights an important point that even though the constraint matrix is
not totally unimodular, a widely applied sufficient condition for existence of integral optimal
solution of linear programs, we have a new class of problems where LP relaxation solves the
integer program.

The proof also highlights another interesting point. It identifies the extreme points of
the polyhedron P¥. To define the extreme points, let S C X be some subset of types in
X (S may be empty also). Let =g be a strict ordering of types in S. For simplicity, let
S={1,....0}and 1 =52 >g ... =g ¢ and for every i € {1,...,(}, define

St i=1{1,...,i}
Then, consider the following feasible solution of PY:

w(Si) — ¢(Si_1) ifie S
Zi =
0 otherwise

We call this a priority solution given by (S, >g). As the proof shows every priority solution

is a feasible point in P¥. Theorem 4 implies that these are the only extreme points of PY.

THEOREM 5 FEuvery priority solution is an extreme point of PY. Conversely, every extreme

point of P¥ is a priority solution.

Proof: We use the following characterization of extreme points of a polyhedron. A feasible

*

solution 2* = (27, ...,2%) € PY is an extreme point of P¥ if and only if there exists ¢y, ..., ¢,

’Tm

such that z* is the unique solution of

mzaxz cjzj subject to z € PY
JEN

13



Now, fix a priority solution (S, >g). Without loss of generality let S = {1,...,r} and
1 >52%g53>g ... =g r. Then, choose ¢ such that ¢; > co > ... > ¢ >0 > ¢y >
Cry2 > ... > Cp. We argue that the priority solution identified in Theorem 4 (via the greedy
algorithm) is the unique optimal solution.

Let 2 be an optimal solution of (LP¥). Consider the constructed optimal dual solution

of (DLPY) in the proof of Theorem 4:

¢ — ¢y if S =S for somei e {1,...,r—1}
Ys = § ¢, it §=5"

0 otherwise

By Complementary slackness, x is optimal if and only if

ys[w(S)—sz} =0 VSCX (CS —1)
jeES
Zj[zys—ca}:() VjeX (CS —2)
S:jes

Now if ¢; # 0 for all ¢ € X and ¢; # ¢; for all 4,7 € X with ¢;,¢; > 0, we get that yg > 0
if S = 5% for some i € {1,...,r} and ys = 0 otherwise. By (CS —2), z; = 0 for all
jé¢{1,...,r}. Also, by (CS —1):

w(Si):sz Vie{l,...,r}
jES
Since S’ := {1,...,4}, this implies that z; = ¢(S") — (S"!) for all i € {1,...,r} This is
the solution identified in the greedy algorithm.
This completes the proof that every priority solution is an extreme point. Finally, for
any choice of ¢, there is some priority solution that is an optimal solution. So, every extreme

point is a priority solution. |

14



2.3 The extreme points of Border polytope

Theorem 5 can be used to derive extreme points of “Border polytope”, which is about the
extreme points of reduced-form implementable allocation rules. But, we can say even more.
We can identify the allocation rules corresponding to these extreme points. For this define

the hierarchical allocation rules as follows.

DEFINITION 5 An allocation rule ¢ : X x C — [0,1] is a hierarchical allocation rule if

there exists S C X and a strict order over the types in >g such that for all (x,c) € X x C,

0 ifc(zr)=0o0rzx¢sS
q(z,c) =
1 ifc(zr)>0andx =5y VY yeS withc(y) >0

Hence, in any heirarchical allocation rule, given by (S, >g), the object is not allocated at a
type profile if every type is outside S. Otherwise, the object is equally shared by the agents
who have their type equal to the highest type in S according to >=g¢ that appear in this type
profile.

THEOREM 6 Suppose q is an allocation rule. Then, there exists a collection of heirarchical
allocation rules ', ..., q" and non-negative weights Ay, ..., \x € [0, 1] such that Zj A=1
and for every x € X

k
Q) =) N ()
j=1
Proof: Define for every S C X

WS =1- Y F@)]

¢S
Clearly 1 is non-decreasing. Pick any S C T and y ¢ T. Then,

WTUh) - u@) = [Fly)+ > F@)| -] > F@)

z¢(TU{y}) z¢(TU{y})

n

15



Denoting > opq,y F'(2) as Fr, we see

YT Uy - (1) = [F) + Fr ] = [Fr ]
F(y) [(F) + Fr )"+ (Fy) + Fr )" 2Fr + (Fly) + Fr )" (Fy )’

+.. 4 (FT—)’H}
Note that F;. is decreasing in T', i.e., Fig > F . Hence,

P(TU{y}) —(T) <9(SU{y}) = 9(S)

This shows that v is strictly submodular.

By Theorem 1, an interim allocation rule @) is implementable if and only if

> nQx)F(x) =Y Qx) < (S) VSCX

z€S z€S
By Theorem 5, we know that any solution of this can be expressed as a convex combination
of priority solutions. Hence, any interim allocation rule () is implementable if and only if
it is a convex combination of allocation rules that generate the priority solutions as interim
allocation rules. Hence, we show that every interim allocation rule which is a priority solution
can be generated from a hierarchical allocation rule. To do so, fix an interim allocation rule
@) which is a priority solution (S, >g). Without loss of generality we let X = {x;,..., 2}

and S = {x1,...,2,} with 21 =g ... =g x,. Hence,

5(x) = () = U8 = [ Dagses F@)| = [Sops F@)] ifie 1.}

0 otherwise

Now, consider the hierarchical allocation rule with same (S,>>g). The probability that
a type x ¢ S is given the object is zero in this allocation rule. The probability that a type

x; € S gets the object can be computed as follows.

e The probability that an agent of type x; wins the object if there is at least one agent

16



of type x1, and this probability is

5 o [l [ 5 ]

x¢{x1} zeX x¢{x1}

The expected number of agents of type x; is nF'(x1). Hence, the probability that an

agent of type x7 wins the object in this hierarchical allocation rule is

e [(CFE@)" = (X F@)]

zeX w¢{z1}

e The probability that an agent of type xy wins the object if there is no agent of type
x1 and at least one agent of type x5. This probability is

(> Fa@)"-( > F@)"

w¢{x} z¢{z1,22}

The expected number of agents of type x5 is nF'(x3). Hence, the probability that an

agent of type xo wins the object in this hierarchical allocation rule is

z¢{z1} r¢{z1,72}

o ... Forany j € {1,...,r}, the probability that an agent of type z; wins the object if
there is no agent of type x1,...,2;_1 and at least one agent of type x;. This probability
is

(X F@)'-( X Fw)
x¢{z1,....x;-1} r¢{z1,22,...,T;5}

The expected number of agents of type z; is nF'(x;). Hence, the probability that an

agent of type z; wins the object in this hierarchical allocation rule is

Faoll X F@) - X F@)]

z¢{x1,...,x;_1} x¢{x1,x2,...,7;}

This is exactly the priority solution (.S, >g). |

17



2.4 The must-sell case: connection to convex game of Shapley

We remain in the symmetric environment. Then, the Border’s condition is for all S C X,

nY Q@) F(x)<1—(1-)Y F(x))" (4)

zeS eSS

However, if the object is allocated with probability one at every type profile, these in-
equalities are familiar. We call it the must-sell case. In the must sell case an allocation rule

q must satisfy for every c,

S e(@)al,c) =

zeX

Hence, we have

3 Q@) = 303 cwlale, M) = SO Y claalr o) = D Ae) = 1

reX zeX ceC ceC rzeX ceC

As a result, we get LHS of Border’s condition (4) for S = X equal to

ny Qz)F(z) =1 ()

rzeX

In fact if we rewrite the inequality (4) a bit using (5): for all S C X

nY Q@)F(x)<1- (Y F@)" =nY Q@F() - (Y F(x)"

zes z¢S z€X ¢S
= (Z F(g;))" <nS Q) F(x)
xS z¢S

In the must-sell case, the Border’s inequality can be rewritten as:

(ZF(:C))" <nY Q@F@)  VSCX

zeSsS zeSsS

18



with equality holding for S = X. Note that for any S

WS =1- (X F@) =vx) - (Y F@)

z¢S xS

Hence,

W) = (Y F@) =e(X)-v(x\8)  vSCX

€S

Since v is submodular and increasing, we get W is supermodular and increasing.

So, we can define a cooperative game with set of players equal to X, worth of coalition

S as

W(S) = [Z F(x)} !

€S

Then, defining a new variable Q(z) = nQ(z)F(z) for all z € X, we get the following

inequality

W(S) <Y Qx) VSCX

with equality holding for S = X. This is exactly the core inequality for game (X, W). Indeed
W is supermodular, and (X, W) is a convex game.
The extreme points of the convex games are well understood. Let |X| = m. Then, order

the types in X as x; > x5... > x,,. Now, the following is an extreme point of the convex

game:

Q1) = W(X) = W(X\ {z1})
Qlrz) = WX\ {z1}) = WX\ {z1,22})

19



Example. Suppose X = {21, 22, 23}. Assume F(z;) = F(22) = F(x3) = 5 and three agents

n = 3. Then, in the must-sell case, we have the following constraints.

W({z1}) = W({za}) = W({ws}) = (%)3 = 2i7

W({xy,22}) = W, 23}) = W({x1,23}) = (2)3 _ %
W({x1, 22, 23}) =1

The core constraints of this game are the Border constraints:

Q(z)) >

Q(2)

Q(x3)

Q1) + Q)

Q(x2) + Q(x3)

Q1) + Q(ws)

Q1) + Q(2) + Q(xs)

VoIV IV
NN E N R E

v

Vv
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In this case, Q(z) = Q(z) because nF(z) = 3 x 5 = 1. Hence,

Q(z1)

Q(x2)

Q(z3)

Q1) + Q(x2)

Q(w2) + Q(ws)

Q1) + Q(z3)

Q(21) + Q(x2) + Q(3)

VAR VARV
NN N R B T

v

v

These inequalities are shown in Figure 2 in the simplex.

Q(xl)

Q) - ' ' N Q)

Figure 2: Polytope corresponding to three types
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The extreme points are as follows. Assume the order z1 > x9 > x3.

Q1) = 3[W({5C1,372,x3}) — W({$2,l’3}>:| = 3;—? — %
Qlrs) = B[W ({2, 25) ~ W({wsh)] =3 = o

1 1
Q) = 3W({rs}) = 3 = o
Note that (at least in this case), independent of the ordering of the types, the first type

19 i
277 277

x1, 22,3 € R and 27 > x5 > x3, BIC constraints will imply that Q(z1) > Q(x2) > Q(x3).

always gets the second type always gets and the third type always gets 2% Hence, if

And, the only way this is possible to hold at an extreme point is if the ordering of types is
Ty >~ Xo > x3, i.e., the ordering of the types should match the ordering on real number line.

Imposing the monotonicity constraints inside the polytope in Figure 2 gives us Figure 3.

Here it is seen that there are exatcly four extreme points: (a) one extreme point is the the

1.
m’

complete bunching point: Q(x1) = ... = Q(x,,) = =; (b) the other extreme point is unique

monotone extreme point of the original Border’s must-sell polytope; (c) the other extrem

points are on the faces of the original Border’s must-sell polytope.

Q1) > Q(r2) > Q(x3)

Q(x3) . ‘ ' - Q(z2)

Figure 3: Polytope with monotonicity constraints corresponding to three types
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3 Border’s theorem: finite asymmmetric case

There is a single indivisible object for sale. There are n agents. The set of agents is denoted
by N. For each agent ¢ € N, let V; be the set of values of agent ¢ for the object. We assume
that V; is finite. Let V =V; x ... x V,,.

Each agent i draws her value using a distribution Fj; i.e., for every v; € V;, the probability
that ¢ has value v; is equal to F;(v;).

An allocation rule ¢ = (q1, - . ., ¢5) is a collection of n maps such that each ¢; : V' — [0, 1]
for every i € IV such that ) .\ ¢i(v) < 1 for all v € V. Given an allocation rule ¢, we
can generate the interim allocation rule Q = (Q1,...,Q,) as follows. For each i € N, the

interim allocation rule of agent i is a map @Q; : V; — [0, 1] such that

Qi(vi) = Y (v, v)Fi(v_s) Vv €V

v_,€V_;

where F_;(v_;) = [[.; Fj(vj).

i L
Border’s thereom asks the following question. If there is an interim allocation rule @,

does there exist an allocation rule ¢ that can generate it? If the answer to the previous

question is yes, we say that () is implementable.

THEOREM 7 Interim allocation rule Q) is implementable if and only if for every S; C
Vi,..., 8, CV,, we have

SN Quw)Fw) <1-] [1 -y E(w)]

1i€N v;€S; iEN v;€S;

The left hand side is the probability that the object is assigned to a type in S U...US,.

3.1 Proof of Border’s theorem: network flow

Given an interim allocation rule (), construct a network as follows:

1. There is a source vertex s and a terminal vertex t.

2. There are two more layers of vertices:
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(a) Layer 1. For every i € N and for every v; € V;, put a vertex for v;. So, this layer

contains a vertex for every typein V; U ... UV,

(b) Layer 2. For every v € V, there is a vertex corresponding to v.

3. There is a directed edge from source vertex s to every vertex in layer 1, i.e., edges

are of the form (s,v;) for each i € N and each v; € V;. The capacity of this edge is
Qi(vi) Fy(vs).

4. There is a directed edge from every vertex v € V in layer 2 to terminal vertex ¢. The

capacity of this edge is [,y £i(vs).

5. There is a directed edge from each v; € V; to a type profile (v;,v_;) for every v_;. The

capacities of these edges are “sufficiently high”.

This fully describes the network. Let £ be the set of edges of this network. Let r(e)
denote the capacity of edge e € £. A flow is a map x : £ — R, such that

1. capacity constraint: x(e) < k(e) for all e € £.

2. flow balancing:

x(s,v;) = Z x (v, (v, v_3)) VvyeV,Vie N

v_;€V_;

Zx(vi,v) = z(v,t) VoeV

1EN

A flow z is maximal if for every other flow y

Z Z x(s,v;) > Z Z y(s,v;)

i€EN v;EV; iEN v;EV;

The first step of the proof says @) is implementable if and only if there is a maximum

flow where each edge (s,v;) flows equal to capacity. We show this in two steps.

24



Necessity. Suppose () is implementable. Then, it is generated by some allocation rule q.

Consider the following candidate flow x:

(qu )HFJ <HF ) = k(v,1) VoeV

iEN JEN JEN

where all the capacity constraints hold by definition of capacities. This is a flow if flow
balancing constraints hold. We verify that below. Pick any vertex v; in first layer. We see

that the sum of outflows

Y @, (vv)) = Fv) Y ailvi, o) [] Ei(v) = Fio)Qi(v:) = (s, v)

v_,€V_; v_;€V_; jF#i

Next, pick any vertex v in the second layer. We see that the sum of inflows is equal to

Z T\, v qu HFJ@):(Z% >HF ) = xz(v,t)

1EN 1EN JEN 1EN JEN

Hence, flow balancing and capacity constraints hold implying that z is a feasible flow. It

is maximal because the flows match capacity on all edges from the source s.

Sufficiency. Suppose z is a maximal flow such that the edges from source to each v; is

flowing at capacity:

x(s,v;) = Qi (v) Fi(v;) = K(s,v;) Vie NVuv eV

Then, we can define the allocation rule ¢ as follows. For every v € V' and every ¢ € N,

oz, (vi,v-))

(V) = HjeN FJ(U)

We need to show that this is a feasible allocation rule first. By capacity constraint of
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flow from v to ¢, and the flow balancing constraint at v, we know that

S (viv) = 2o, 1) < [] Fywy)

ieN jEN

Hence,

1
(V) = =——— Y z(v,v) <1
iEZN HjeN Ej(v;) ;
Finally, we show that ) is implemented by ¢. The flow balancing constraint of the first layer

at vertex v; means

(s,v:) = Qi(vi) Fy(v) = Y (v, (vi,v3)) = > qi(w) [] Fi(w)

JEN

= Qi(vi) =Y _a(w) [ Fi(v)
v i
The next step in the proof is the following. For any interim allocation rule @), the flow in
the corresponding network is maximal with saturated (full capacity) edges from the source
if and only if Border’s inequalities hold. We know that from max-flow min-cut theorem, the
capacity of any s — t cut must be at least the maximum flow. Hence, the capacity of any

s —t cut must be at least the sum of capacities from s to all first layer vertices:

D) Qiwi)Fi(w) (6)
1EN v;EV;
In fact this is necessary and sufficient for the max flow to have saturated flows from s to all
first layer vertices.

A minimum s — ¢ cut cannot have edges crossing it which go from layer 1 to layer 2 —
such edges have sufficiently high capacity. If S; C V; for each ¢ be the subset of vertices
considered from the first layer considered in s side of the cut. Let S = U;S;. Then every
vertex in layer 2 connected to a vertex in S must also be considered in the s-side — else, the

edge between them (which has infinite capacity) will cross the cut. Let T be the set of such
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vertices from layer 2. The capacity of such a cut is:

>, Q)Ew)+ Y T Ew)

iEN ’UiGVZ'\Si veV:FeN,v;€S; jJEN

=3 Y QwEw+1- Y [[FEw

iEN ’U,’,EVZ‘\SI' ’U:’l}jGV}\S]' VvV j J

= Z Z Qi(v) Fy(v;) + 1 — H Z Fj(vy)

iEN v;EV;\S; JEN v;€EV;\S;

This is at least the capacity of cut in (6) is equivalent to requiring that

Z Z Qi(v)Fiy(v;) <1 — H (1 - Z E(w))

ieN v;€S; ieEN V; €S;

This proves Border’s theorem.

4 The continuous version of Border’s theorem
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