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ABSTRACT. We address the implementation issue for sequencing problems under in-
complete information. We show that rules for which any agent’s job completion time is
non-increasing in own waiting costs, are implementable. We call such rules NI sequenc-
ing rules. We prove that any affine cost minimizer sequencing rule is an NI sequencing
rule but the converse is not true. For two agent sequencing problems we identify the
complete class of NI sequencing rules that are implementable with balanced transfers.
For sequencing problems with more than two agents we identify a sufficient class of NI
sequencing rules that are implementable with balanced transfers.
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1. INTRODUCTION

In this paper we address the implementability and balanced implementability issues
for sequencing problems. In a sequencing problem we have a finite set of agents each
of whom has one job to process using one facility. The facility can only handle one job
at a time. Once the processing of a job starts, it cannot be interrupted. Each job is char-
acterized by processing time and waiting cost. The waiting cost represents the agent’s
disutility for waiting one unit of time. There is a fair amount of literature on sequenc-
ing problems (see De and Mitra [3], Dolan [5], Duives, Heydenreich, Mishra, Muller
and Uetz [6], Hain and Mitra [7], Mitra [16], Moulin [17] and Suijs [23]). Assuming
that processing time of the agents are common knowledge and waiting costs are pri-
vate information, we identify the class of sequencing rules that are implementable in
dominant strategies. Any sequencing rule for which any agent’s job completion time
is non-increasing in his own waiting cost is implementable in dominant strategies. We
call such rules NI sequencing rules. This result follows from the existing literature on
implementation (see Bikhchandani, Chatterjee, Lavi, Mu’alem, Nisan and Sen [1], Ro-
chet [20] and Rockafellar [21]). More importantly, for any given NI sequencing rule,
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we identify all direct mechanisms that implement it. We refer to such mechanisms as
cut-off based mechanisms. Such cut-off based mechanisms were derived for schedul-
ing problems with multiple machines and varying speed by Mishra and Mitra [12] and
for multi-dimensional dichotomous domains by Mishra and Roy [14].

A classic result in mechanism design in quasi-linear set-up is the Roberts’ affine max-
imizer theorem (see Roberts [19]) for multidimensional type spaces with finite set of
alternatives. Roberts [19] showed that if there are at least three alternatives and the
type space is unrestricted, then every onto implementable allocation rule is an affine
maximizer. There are many papers that analyze the affine maximizer allocation rules
for different allocation problems (see Carbajal, Mc-Lennan, and Tourky [2], Dobzinski
and Nisan [4], Lavi, Mu’alem, and Nisan [10], Marchant and Mishra [11], Mishra and
Quadir [13], Mishra and Sen [15] and Nath and Sen [18]). Sequencing problems deal
with agents’ cost and hence the appropriate transformed concept of affine maximizer
allocation rule is the affine cost minimizer sequencing rule. In any affine cost mini-
mizer sequencing rule, the objective is to select that order of servicing the agents (from
the set of all possible orders of servicing or from some subset of it) so as to minimize
the sum of an order specific number and the weighted sum of job completion time of the
agents. This order specific numbers are captured by a function κ which maps from the
set (or subset) of orders to the real line and we call them the κ-functions. All the agent
specific weights are non-negative real numbers. With our restricted domain for the
sequencing problem, Roberts’ affine maximizer theorem (see Roberts [19]) is not true
as we prove that any affine cost minimizer sequencing rule (whether onto or not onto)
is an NI sequencing rule but the converse is not true. Specifically, for any sequencing
problem with a given number of agents, we provide an example of NI sequencing rule
that is not an affine cost minimizer.1 That under different domain restrictions we can
have implementable rules that are different from affine maximizers was also pointed
out by Carbajal, Mc-Lennan, and Tourky [2], Marchant and Mishra [11] and Mishra
and Quadir [13].

We then try to identify NI sequencing problems that are implementable with bal-
anced transfers. For the sequencing problem, implementing any NI sequencing rule
with balanced transfer simply ensures that the resulting utility allocation is Pareto in-
different to the utility under the sequencing rule in the absence of private information
and with zero monetary transfers. For many economic environments, implementing

1Roberts’ [19] result uses affine maximizers that are onto. Hence our result shows that class of affine
cost minimizer sequencing rules, which is a generalization of Roberts’ [19] class of affine maximizer
allocation rules, is a strict subset of the class of NI sequencing rules.
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outcome efficiency with balanced transfers is not possible (see Hurwicz [8], Hurwicz
and Walker [9] and Walker [24]). However, for sequencing problems with more than
two agents, it is possible to implement the outcome efficient sequencing rule with bal-
anced transfers (see Mitra[16] and Suijs [23]) and it is also possible to implement the
just sequencing rule (in the Rawlsian sense) with balanced transfers (see De and Mitra
[3]). Our work establishes that there are NI sequencing rules other than the outcome
efficient sequencing rule and the just sequencing rule that are implementable with bal-
anced transfers. One obvious type of NI sequencing rules that are implementable with
balanced transfers are the constant sequencing rules like the shortest processing time
sequencing rule (where the shortest jobs are handled first) and the longest processing
time sequencing rule (where the longer jobs are often very important and are selected
first).

For sequencing problems with two agents we identify the complete class of non-
constant NI sequencing rules that are implementable with balanced transfers. Specif-
ically we show that there are exactly two types of NI sequencing rules that are imple-
mentable with balanced transfers. The first type are onto affine cost minimizers (that
includes neither the outcome efficient sequencing rule nor the just sequencing rule)
and the second type are NI sequencing rules that are not affine cost minimizers.

For sequencing problems with more than two agents we identify a sufficient family
of NI sequencing rules that are implementable with balanced transfers. This sufficient
family of NI sequencing rules include a subset of affine cost minimizer sequencing
rules with constant κ-functions (normalized to zero) and also includes a subset of NI
sequencing rules that are not affine cost minimizers. We refer to this family of rules as
group priority based cost minimizer (GP-CM) sequencing rules. These sequencing rules
are defined by imposing all types of priority based partition on the set of agents. This
family includes the following types of sequencing rules.

(1) The family of GP-CM sequencing rules includes priority based partition where
all elements of the partition are singletons so that all constant sequencing rules
are included.

(2) The GP-CM sequencing rules also includes grand coalition as a partition and
hence includes all affine cost minimizer sequencing rules for which the agent
specific weights are positive and the κ-functions are constant (and the value of
the constant is normalized to zero). Hence the outcome efficient sequencing
rule (see Mitra [16] and Suijs [23]) and the just sequencing rule (in the Rawl-
sian sense) (see De and Mitra [3]) are also members of this family of GP-CM
sequencing rules.
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(3) There are sequencing situations where we have a well-defined priority across
the set of agents. In an academic institute, faculty members may be given pri-
ority over students in using computers (or printers or photocopiers). A simi-
lar situation rises for emergency related treatment of patients where priority in
treatment needs to be given based on the degree of emergency of the patients’
diseases. When the number of agents to be served is known, all such situations
are captured under GP-CM sequencing rules.

(4) The non-affine cost minimizers NI sequencing rules included in the family of
GP-CM sequencing rules are a generalization of the affine cost minimizer se-
quencing rules included in this family of GP-CM sequencing rules. This gener-
alization is done replacing any subset of agents’ waiting cost with a non-linear
function of the waiting cost which is increasing and onto.

The paper is organized as follows. In Section 2, we introduce the framework. In
Section 2, we identify the class of all implementable sequencing rules and show that all
affine cost minimizers are a strict subset of the class of implementable sequencing rules.
In Section 3, we identify the class of cut-off based mechanisms that implement any
NI sequencing rule. In Section 4, obtained results on implementability with balanced
transfers. This is followed by an appendix where we provide the proofs of the results.

2. THE FRAMEWORK

Consider a finite set of agents N = {1, 2, . . . , n} in need of a facility that can be
used sequentially. Using this facility, the agents want to process their jobs. The job
processing time can be different for different agents. Specifically, for each agent i ∈ N,
the job processing time is given by si > 0. Let θiSi measure the cost of job completion
for agent i ∈ N where Si ∈ R++ is the job completion time for this agent and θi ∈
Θ := R++ denotes his constant per-period waiting cost where R++ is the positive
orthant of the real line R. Due to the sequential nature of providing the service, the
job completion time Si for agent i depends not only on his own processing time si but
also on the processing time of the agents who precedes him in the order of service. By
means of an orderσ = (σ1, . . . ,σn) on N, one can describe the positions of each agent in
the order. Specifically,σi = k indicates that agent i has the k-th position in the order. Let
Σ(N) be the set of n! possible orders on N. We define Pi(σ) = { j ∈ N \ {i} | σ j < σi}
to be the predecessor set of i in the order σ , that is, set of agents served before agent
i in the order σ . Similarly, P′i (σ) = { j ∈ N \ {i} | σ j > σi} denotes the successor
set of i in the order σ , that is, set of agents served after agent i in the order σ . Let
s = (s1, . . . , sn) ∈ S := Rn

++ denote the vector of processing time of the agents. Given
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a vector s = (s1, . . . , sn) ∈ S and an order σ ∈ Σ(N), the cost of job completion for
agent i ∈ N is θiSi(σ), where the job completion time is S j(σ) = ∑ j∈Pi(σ)

s j + si. The
agents have quasi-linear utility of the form Ui(σ , τi;θi); s−i) = −θiSi(σ) + τi where σ

is the order, τi ∈ R is the transfer that he receives and the parameter of the model θi

that constitutes of the waiting cost θi. If the processing time vector s ∈ S is given and
waiting cost is private information, then we have a sequencing problem Ωs

N = (Θn, s).
A typical profile of waiting costs is denoted by θ = (θ1, . . . ,θn) ∈ Θn. For any i ∈ N,

let θ−i, denote the profile (θ1 . . .θi−1,θi+1, . . .θn) ∈ Θ|N\{i}| which is obtained from
the profile θ by eliminating i’s waiting cost where for any set X, |X| denotes the car-
dinality of X. For a given sequencing problem Ωs

N, a (direct revelation) mechanism is
(σ , τ) that constitutes of a sequencing rule σ and a transfer rule τ . A sequencing rule
is a function σ : Θn → Σ(N) that specifies for each profile θ ∈ Θn a unique order
σ(θ) = (σ1(θ), . . . ,σn(θ)) ∈ Σ(N). Because the sequencing rule is a function (and not
a correspondence) we will require tie-breaking rule to reduce a correspondence to a
function which, unless explicitly discussed, is assumed to be fixed. We use the follow-
ing tie-breaking rule. We take the linear order 1 � 2 � . . . � n on the set of agents N.
For any sequencing rule σ and any profile θ ∈ Θn with a tie situation between agents
i, j ∈ N, we pick the orderσ(θ) withσi(θ) < σ j(θ) if and only if i � j. A transfer rule is
a function τ : Θn → Rn that specifies for each profile θ ∈ Θn a transfer vector τ(θ) =
(τi(θ), . . . , τn(θ)) ∈ Rn. Specifically, given any sequencing problem Ωs

N and given any
mechanism (σ , τ), if (θ′i ,θ−i) is the announced profile when the true waiting cost of i
is θi, then utility of i is Ui(σ(θ

′
i ,θ−i), τi(θ

′
i ,θ−i);θi) = −θiSi(σ(θ

′
i ,θ−i) + τi(θ

′
i ,θ−i).

3. IMPLEMENTABILITY CRITERION FOR SEQUENCING RULES

Definition 1. A mechanism (σ , τ) implements the sequencing ruleσ in dominant strate-
gies if the transfer rule τ : Θn → Rn is such that for any i ∈ N, any θi,θ′i ∈ Θ and any
θ−i ∈ Θ|N\{i}|,

(1) Ui(σ(θ), τi(θ);θi) ≥ Ui(σ(θ
′
i ,θ−i), τi(θ

′
i ,θ−i);θi).

Implementation of a rule σ via a mechanism (σ , τ) requires that the transfer rule τ

is such that truthful reporting for any agent weakly dominates false report irrespective
of other agents’ report.

Definition 2. A sequencing rule σ satisfies non-increasingness (or NI) if for any i ∈ N
and any θ−i ∈ Θ|N\{i}|, the chosen order σ(θi,θ−i) for each θi ∈ Θ is such that the job
completion time Si(σ(θi,θ−i)) is non-increasing in θi.
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Proposition 1. If a sequencing rule σ is implementable, then it is an NI sequencing rule.

We do not prove the converse, that is, if we have an NI sequencing rule σ , then
there exists a mechanism that implements it. Note that non-increasingness is the weak
monotonicity (or two-cycle monotonicity) for the sequencing problems. From Bikhchan-
dani, Chatterjee, Lavi, Mu’alem, Nisan and Sen [1] we know that, for any determin-
istic rule (like the sequencing rules we have for Ωs

N), weak monotonicity is sufficient
for implementation in dominant strategies. Hence the converse is also true. In the next
section we derive the complete class of mechanisms that implement any NI sequencing
rule.

One can construct many examples of NI sequencing rules.

Definition 3. A sequencing rule σ̄ is a constant sequencing rule if there is a fixed order
σ̄ ∈ Σ(N) such that the agents are always served in this fixed order σ̄ , that is, for any
θ ∈ Θn, σ(θ) = σ̄ .

There are many priority rules that are constant sequencing rules. For the constant
sequencing rule with σ̄ as the state independent order, for each i ∈ N and for any
given θ−i ∈ Θ|N\{i}|, the completion time of agent i is fixed at Si(σ̄) = si + ∑ j∈Pi(σ̄)

s j

for all θi ∈ Θ implying non-increasingness in θi. Hence it satisfies NI. Two other NI
sequencing rules from the existing literature on sequencing problems are the following.

Definition 4. A sequencing ruleσ∗ is outcome efficient if for any profile θ ∈ Θn,σ∗(θ) ∈
argminσ∈Σ(N) ∑i∈N θiSi(σ).

For each profile the outcome efficient sequencing rule selects an order to minimize
the aggregate cost of completion time. Define ui := θi/si as the urgency index of agent
i which is the ratio of his waiting cost and his processing time. From Smith [22] we
know that for any sequencing problem Ωs

N a sequencing rule σ∗ is outcome efficient if
and only if the following condition holds.

(OE) For any profileθ ∈ Θn, the selected orderσ∗(θ) satisfies the following condition:
for any i, j ∈ N, θi/si ≥ θ j/s j ⇔ σ∗i (θ) ≤ σ∗j (θ).

Clearly, outcome efficient sequencing rule σ∗ is NI. Outcome efficiency and incentives
has been extensively analyzed in the sequencing literature (see Mitra [16], Suijs [23]
and De and Mitra [3]).

Definition 5. A sequencing rule σ̃ is just if for each profile θ ∈ Θn, the chosen order
σ̃(θ) satisfies the following property: for any i, j ∈ N such that θi ≥ θ j, σ̃i(θ) ≤ σ̃ j(θ).2

2Given the tie-breaking rule, for any profile θ ∈ Θn, both the selections σ̃(θ) for the just sequencing rule
and σ∗(θ) for the outcome efficient sequencing rule satisfy profile contingent uniqueness.
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Just sequencing rule was analyzed in De and Mitra [3]. Clearly, the just sequencing
rule σ̃ is NI. The constant sequencing rule, the outcome efficient sequencing rule and
the just sequencing rule are all affine cost minimizer sequencing rules.

Definition 6. A sequencing rule σw,κ : Θn → Σ(N) is an affine cost minimizer (ACM) if
for each θ ∈ Θn, σw,κ(θ) ∈ arg minσ∈Σ′(N)

{
κ(σ) + ∑ j∈N w jθ jS j(σ)

}
, where Σ′(N) ⊆

Σ(N), w j ≥ 0 for all j ∈ N and κ : Σ′(N)→ R.

The next two examples are NI sequencing rules that are not ACM.

Example 1. Consider any sequencing problem Ωs
N with |N| = 2. Define the sequenc-

ing ruleσV such that, given any two positive numbers a1 and a2, it satisfies the follow-
ing: For any profile θ = (θ1,θ2) such that θ1 < a1 and θ2 > a2, σV(θ) = (σV

1 (θ) =

2,σV
2 (θ) = 1). For all other profiles θ′ = (θ′1,θ′2) such that either θ′1 ≥ a1 or θ′2 ≤ a2,

σV(θ′) = (σV
1 (θ′) = 1,σV

2 (θ′) = 2).
One can easily verify that σV is NI. If θ′′2 ≤ a2, then for any θ1 ∈ Θ, σV

1 (θ1,θ′′2 ) =

1 and hence S1(σ
V(θ1,θ2)) = s1 is non-increasing in θ1 for any given θ2 ≥ a2. If

θ′2 > a2, then for any θ1 ∈ (0, a1), σV
1 (θ1,θ′2) = 2 and agent 1’s completion time is

S1(σ
V(θ1,θ′2)) = s2 + s1 and for any θ′1 ≥ a1, σV

1 (θ′1,θ′2) = 1 and agent 1’s completion
time is S1(σ

V(θ′1,θ′2)) = s1. Hence, we have non-increasingness of completion time
S1(σ

V(θ1,θ′2)) in θ1 for any given θ′2 > a2. Similarly, if we fix θ′′1 ≥ a1, then for any
θ2 ∈ Θ, σV

2 (θ′′1 ,θ2) = 2 and hence S2(σ
V(θ′′1 ,θ2)) = s1 + s2 is non-increasing in θ2 for

any given θ′′1 ≥ a1. If θ1 < a1, then for any θ2 ∈ (0, a2], σV
2 (θ1,θ2) = 2 and agent 2’s

completion time is S2(σ
V(θ1,θ2)) = s2 + s1. For any θ′2 > a1, σV

2 (θ1,θ′2) = 1 and agent
2’s completion time is S2(σ

V(θ1,θ′2)) = s2. Hence S2(σ
V(θ1,θ2)) is non-increasing in

θ2 for any given θ1 < a1. That σV is not an ACM sequencing rule is established in the
next proposition.

Example 2. Consider any sequencing problem Ωs
N with |N| ≥ 3. Define the sequenc-

ing rule σNA that satisfies the following properties:

(1) For any profile such that the urgency index of agent 1 is no smaller than the
smallest urgency index of all other agents, agent 1 is served first and all other
agents are served, after agent 1 completes his jobs, in the non-increasing or-
der of their urgency indexes. Formally, let θ be a profile such that θ1/s1 ≥
min j∈N\{1}(θ j/s j). Then σNA(θ) specifies that 1 = σNA

1 (θ) < σNA
j (θ) for any

j ∈ N \ {1}, and, for any j, k ∈ N \ {1}, σNA
j (θ) ≤ σNA

j (θ) if and only if
(θ j/s j) ≥ (θk/sk).
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(2) For any profile such that the urgency index of agent 1 is smaller than the small-
est urgency index of all other agents, agent 1 is served last and all other agents
are served, before agent 1, according to the non-increasing order of their ur-
gency indexes. Formally, let θ′ be a profile such that θ′1/s1 < min j∈N\{1}(θ

′
j/s j).

Then σNA(θ′) specifies that n = σNA
1 (θ′) > σNA

j (θ′) for any j ∈ N \ {1}, and,
for any j, k ∈ N \ {1}, σNA

j (θ′) ≤ σNA
k (θ′) if and only if (θ′j/s j) ≥ (θ′k/sk).

It is quite easy to see that the sequencing ruleσNA satisfies NI. ThatσNA is not an affine
cost minimizer will be established in the next proposition.

Let NI(Ωs
N) denote the set of all NI sequencing rules and ACM(Ωs

N) denote the set
of all affine cost minimizer sequencing rules for any given sequencing problem Ωs

N.

Proposition 2. For any Ωs
N, ACM(Ωs

N) ⊆ NI(Ωs
N) and ACM(Ωs

N) 6= NI(Ωs
N).

From Roberts [19] we know that the class of mechanisms that implements any se-
quencing rule σw,κ ∈ ACM(Ωs

N) is the generalized VCG mechanisms.

Definition 7. For any givenσw,κ ∈ ACM(Ωs
N), a mechanism (σw,κ , τw,κ) is a generalized

VCG mechanism if the transfer rule is such that for all θ ∈ Θn and all i ∈ N,

(2) τw,κ
i (θ) =


qi(θ−i) if wi = 0,

qi(θ−i)− 1
wi

[
κ(σw,κ(θ)) + ∑

j∈N\{i}
w jθ jS j(σ

w,κ(θ))

]
if wi > 0,

where the function qi : Θ|N\{i}| → R is arbitrary.

Given Proposition 2 it follows that the set of all implementable NI sequencing rules is
a strict super set of the set of ACM sequencing rules. Hence, Roberts’ [19] generalized
VCG mechanisms that can implement any ACM sequencing rule is not defined for NI
sequencing rules that are not ACM sequencing rules. In the next section, we derive the
set of all mechanisms that implement any given NI sequencing rule.

4. MECHANISMS IMPLEMENTING NI SEQUENCING RULES

Given a processing time vector s ∈ S and the sequencing problem Ωs
N, consider an

agent i ∈ N. Depending on his waiting costθi ∈ Θ, agent i can face a maximum of 2n−1

(specifically, ∑
n−1
j=0 (n−1

j )) different job completion times. But the number of different job

completion time that any agent i actually faces depends on the profile θ−i ∈ Θ|N\{i}|

and, more importantly, on the underlying sequencing rule whose implementation is
under consideration. So depending on the sequencing rule and the profile θ−i, the
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agent can face a single job completion time (like in the constant sequencing rule) or
more than one job completion time (like in any outcome efficient sequencing rule).

Consider any σ ∈ NI(Ωs
N) and consider an agent i ∈ N. Fix a profile θ−i and let us

assume that the number of different job completion time that agent i faces, as θi varies
over Θ, is T ∈ {1, . . . , 2n−1}. Given that σ is NI, this means that either T = 1 or T ≥
2 and there exists a waiting cost cut-off vector (θ

(0)
i ,θ(1)i (θ−i), . . . ,θ(T−1)

i (θ−i),θ
(T)
i )

where 0 := θ
(T)
i < θ

(T−1)
i (θ−i) < . . . < θ

(2)
i (θ−i) < θ

(1)
i (θ−i) < θ

(0)
i := ∞ such

that for any t ∈ {1, . . . , T}, Si(σ(θ
t
i ,θ−i)) := S̄(t,θ−i) for all θt

i ∈ (θ
(t)
i ,θ(t−1)

i ). Observe

that if T = 1, then θ
(1)
i = θ

(T)
i = 0 implying that for all θi ∈ R++ the completion

time of agent i remains unchanged. Define Dt(θ−i) := S̄(t + 1,θ−i) − S̄(t,θ−i) and
Dt(θ−i) := S̄(t + 1,θ−i) − Si(σ(θ

(t)
i ,θ−i)) for any t ∈ {1, . . . , T − 1}. Observe that

the difference in the definitions of Dt(θ−i) and Dt(θ−i) lies in the second term. While
for the Dt(θ−i) case, S̄(t,θ−i) is the completion time of agent i when his waiting cost
is any number θt

i that lies in the open interval (θ(t)i ,θ(t−1)
i ) and for the Dt(θ−i) case,

Si(σ(θ
(t)
i ,θ−i)) is the completion time of agent i when his waiting cost is exactly θ

(t)
i

which is a cut-off point. Depending on the tie-breaking rule, the numbers S̄(t,θ−i) and
Si(σ(θ

(t)
i ,θ−i)) may or may not be different and hence for completeness of the analysis,

the distinction between Dt(θ−i) and Dt(θ−i) is necessary.

Definition 8. Consider any σ ∈ NI(Ωs
N) and a mechanism (σ , τ) with transfer rule

τ : Θn → Rn. The mechanism is cut-off based if the transfer rule τ is obtained from the
following procedure. For each i ∈ N, we first select any function hi : Θ|N\{i}| →
R and then, given any θ−i ∈ Θ|N\{i}|, we consider the waiting cost cut-off vector
(θ

(0)
i ,θ(1)i (θ−i), . . . ,θ(T−1)

i (θ−i),θ
(T)
i ) where 0 := θ

(T)
i < θ

(T−1)
i (θ−i) < . . . < θ

(2)
i (θ−i) <

θ
(1)
i (θ−i) < θ

(0)
i := ∞. Given the selected function hi : Θ|N\{i}| → R, for any profileθ−i

of all but agent i and the associated cut-off vector (θ(0)i ,θ(1)i (θ−i), . . . ,θ(T−1)
i (θ−i),θ

(T)
i ),

the transfer of agent i is the following:

(PI1) For any θi ∈ Θ \ {θ(1)i (θ−i), . . . ,θ(T−1)
i (θ−i)}, τi(θi,θ−i) = hi(θ−i)− Ii(θi,θ−i)

where

(3)

Ii(θi,θ−i) =

 0 if θi ∈ (θ
(T)
i ,θ(T−1)

i (θ−i)),
T−1
∑

r=t
θ
(r)
i (θ−i)Dr(θ−i) if θi ∈ (θ

(t)
i (θ−i),θ

(t−1)
i (θ−i)), t = {1, . . . , T− 1} & T ≥ 2.
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(PI2) For T ≥ 2, any t ∈ {1, . . . , T− 1} and cut-off point θ(t)i (θ−i), τi(θ
(t)
i (θ−i),θ−i) =

hi(θ−i)− Ii(θ
(t)
i (θ−i),θ−i) where the incentive payment Ii(θ

(t)
i (θ−i),θ−i) = Ii(θ

t
i ,θ−i)−

θ
(t)
i (θ−i)Dt(θ−i) +θ

(t)
i (θ−i)Dt(θ−i) and θt

i ∈ (θ
(t)
i (θ−i),θ

(t−1)
i (θ−i)).

Definition 8 specifies the following. For each agent i and each profile θ−i of waiting
costs of all but agent i, we get a set of cut-off points (θ(0)i ,θ(1)i (θ−i), . . . ,θ(T−1)

i (θ−i),θ
(T)
i )

for agent i that depends on the specific NI sequencing rule. The transfers associated
with cut-off based mechanism requires that each agent i gets an agent specific constant
hi(θ−i) that depends on the waiting cost of all other agents and, if agents i’s waiting
cost θi is greater than the smallest non-zero cut off value θ

(T−1)
i (θ−i), agent i also has

to make an incentive payment Ii(θi,θ−i) that depends of the set of cut-off values that are
less than the waiting costs of agent i. For each such cut-off value θ(r)i (θ−i), agent i pays

θ
(r)
i (θ−i)Dr(θ−i) which is the cut-off value times the absolute difference between the

job completion time of agent i below and above this cut-off value. If agent i’s waiting
cost coincides with a cut-off point then, ceteris paribus, his incentive payment needs
to be adjusted by changing the difference in completion time term Dr(θ−i) to the dif-
ference in completion time below and at the cut-off point Dr(θ−i) only for the highest
cut-off value less than the waiting cost of agent i. Whenever the dependence of the
cut-off points of agent i for any given θ−i is clear, we will write the cut-off vector as
(θ

(0)
i ,θ(1)i , . . . ,θ(T−1)

i ,θ(T)i ) instead of (θ(0)i ,θ(1)i (θ−i), . . . ,θ(T−1)
i (θ−i),θ

(T)
i ).

Theorem 1. Any σ ∈ NI(Ωs
N) is implementable via a mechanism (σ , τ) if and only if the

mechanism is cut-off based.

Such cut-off based mechanisms for multi-dimensional dichotomous preferences was
derived by Mishra and Roy [14]. For scheduling problems, such cut-off based mech-
anisms were derived by Mishra and Mitra [12]. We discuss about the cut-off based
transfers for the NI sequencing rules defined in Example 1 and Example 2. All these
are NI sequencing rules that are not ACM and hence their description is important for
our understanding of the cut-off based mechanisms.

Cut-off based mechanisms for the sequencing rule σV (Example 1): Consider the sequenc-
ing problem Ωs

N with |N| = 2 and consider the sequencing rule σV . If we fix θ′′2 ≤ a2,
then for any θ1 ∈ Θ, σV(θ1,θ′′2 ) = (σV

1 (θ1,θ′′2 ) = 1,σV
2 (θ1,θ′′2 ) = 2). In that case the

cut-off based transfer gives τV
1 (θ1,θ′′2 ) = h1(θ

′′
2 ) for all θ1 ∈ Θ since, given θ′′2 , the

cut-off point for agent 1 is θ(1)1 = θ
(T)
1 = 0. Therefore, given any θ′′2 ≤ a2, the incen-

tive payment of agent 1 is IV
1 (θ1,θ′′2 ) = 0 for all θ1 ∈ Θ. If we fix θ′2 > a2, then for

any θ1 ∈ (0, a1), σV(θ1,θ′2) = (σV
1 (θ1,θ′2) = 2,σV

2 (θ1,θ′2) = 1) and for any θ′1 ≥ a1,
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σV(θ′1,θ′2) = (σV
1 (θ′1,θ′2) = 1,σV

2 (θ′1,θ′2) = 2). Hence, given θ′2, the cut-off point for

agent 1 is θ(1)1 = θ
(T−1)
1 = a1. Therefore, given any θ′2 > a2, the incentive payment of

agent 1 is

IV
1 (θ1,θ′2) =

{
0 if θ1 ∈ (0, a1),
a1s2 if θ1 ≥ a1.

The cut-off based transfer for agent 1 is τV
1 (θ1,θ′2) = h1(θ

′
2) for all θ1 ∈ (0, a1) and

τV
1 (θ′1,θ′2) = h1(θ

′
2)− a1s2 for all θ′1 ≥ a1.

If we fixθ′′1 ≥ a1, then for anyθ2 ∈ Θ,σV(θ′′1 ,θ2) = (σV
1 (θ′′1 ,θ2) = 1,σV

2 (θ′′1 ,θ2) = 2).
In that case the cut-off based transfer gives τV

2 (θ′′1 ,θ2) = h2(θ
′′
1 ) for all θ2 ∈ Θ since,

given θ′′1 , the cut-off point for agent 2 is θ(1)2 = θ
(T)
2 = 0. Therefore, given any θ′′1 ≥ a1,

the incentive payment of agent 2 is IV
2 (θ

′′
1 ,θ′′2 ) = 0 for all θ2 ∈ Θ. If we fix θ1 < a1, then

for any θ2 ∈ (0, a2], σV(θ1,θ2) = (σV
1 (θ1,θ2) = 1,σV

2 (θ1,θ2) = 2) and for any θ′2 > a2,
σV(θ1,θ′2) = (σV

1 (θ1,θ′2) = 2,σV
2 (θ1,θ′2) = 1). Hence, given θ1 < a1, the cut-off point

for agent 2 is θ(1)2 = θ
(T−1)
2 = a2. Therefore, given any θ1 < a1, the incentive payment

of agent 2 is

IV
2 (θ1, θ̃2) =

{
0 if θ̃2 ∈ (0, a2],
a2s1 if θ̃2 > a2.

The cut-off based transfer for agent 2 is τV
2 (θ1,θ2) = h2(θ1) for all θ2 ∈ (0, a2] and

τV
2 (θ1,θ′2) = h2(θ1)− a2s1 for all θ′2 > a2. Therefore, from all these cases, the cut-off

based transfer of the two agents is the following: For any profile θ ∈ Θ2,

(4) τV
1 (θ) =

{
h1(θ2) if θ2 > a2 and θ1 ∈ (0, a1),
h1(θ2)− a1s2 otherwise.

(5) τV
2 (θ) =

{
h2(θ1)− a2s1 if θ2 > a2 and θ1 ∈ (0, a1),
h2(θ1) otherwise.

Cut-off based mechanisms for the sequencing rule σNA (Example 2): Consider the se-
quencing problem Ωs

N with |N| ≥ 3 and consider the sequencing rule σNA. To de-
termine the transfer of agent 1, consider any profile θ−i ∈ Θ|N\{1}| and find the min-
imum urgency index for the agents N \ {1}, that is, find mink∈N\{1}(θk/sk). If θ1 <

s1 mink∈N\{1}(θk/sk), then σNA
1 (θ1,θ−1) = n and agent 1’s transfer is h1(θ−1). If θ′1 ≥

s1 mink∈N\{1}(θk/sk), then σNA
1 (θ′1,θ−1) = 1 and agent 1 gets h1(θ−1) and his pay-

ment is s1 mink∈N\{1}(θk/sk)[S1(σ
NA(θ1,θ−1))− S1(σ

NA(θ′1,θ−1))]. Therefore, agent
1’s cut-off point given the profile θ−1 is θT−1

1 = s1 mink∈N\{1}(θk/sk) and his incentive
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payment is the following:

INA
1 (θ) =


0 if P′1(σ

NA(θ)) = ∅,

s1

{
min

k∈N\{1}

(
θk
sk

)}
∑

j∈N\{1}
s j otherwise.

Hence for agent 1, the cut-off based transfer for any profile θ ∈ Θn is the following:

(6) τNA
1 (θ) =


h1(θ−1) if P′1(σ

NA(θ)) = ∅,

h1(θ−1)− s1

{
min

k∈N\{1}

(
θk
sk

)}
∑

j∈N\{1}
s j otherwise.

For any agent i ∈ N \ {1}, consider any profile θ−i ∈ Θ|N\{i}|. We can have two
possibilities-(a) (θ1/s1) ≥ mink∈N\{1,i}(θk/sk) and (b) (θ1/s1) < mink∈N\{1,i}(θk/sk).
If possibility (a) holds, then σNA

1 (θi,θ−i) = 1 for all θi ∈ Θ. Assume that the or-
der of the urgency indexes for the N \ {1, i} agents is u(1) ≥ . . . ≥ u(n−2), then due
to sequencing rule σNA, we have the following: As θi increases from any positive
number θn

i ∈ (0, siu(n−2)) to any positive number θ2
i > siu(1), the completion time

Si(σ
NA(θi,θ−i)) weakly decreases from Si(σ

NA(θn
i ,θ−i)) = s1 + si + ∑ j∈N\{1,i} s j to

Si(σ
NA(θ2

i ,θ−i)) = s1 + si. The cut-off points where agent i’s Si changes are the dis-
tinct numbers from the set (u(1), . . . , u(n−2)). Assume that there T− 1 distinct urgency
indexes in (u(1), . . . , u(n−2)), that is, uµ(1) > . . . > uµ(T−1). The difference in transfer
between any θr+1

i ∈ (siuµ(r+1), siuµ(r)) and θr
i ∈ (siuµ(r), siuµ(r−1)) is

τNA
i (θr+1

i ,θ−i)− τNA
i (θr

i ,θ−i) = siu(r)[Si(σ
NA(θr+1

i ,θ−i))− Si(σ
NA(θr

i ,θ−i))].

If possibility (b) holds, then if θ′i ≤ si(θ1/s1), then σNA
i (θi,θ−i) = n and agent i

has a transfer of hi(θ−i). However, σNA
1 (θi,θ−i) = n for all θi > si(θ1/s1). Assume

that the order of the urgency indexes for the N \ {1, i} agents is u(1) ≥ . . . ≥ u(n−2),
then due to sequencing rule σNA, we have the following: As θi increases from any
positive number θn−1

i ∈ (si(θ1/ss), siu(n−2)) to any positive number θ1
i > siu(1), the

completion time Si(σ
NA(θi,θ−i)) weakly decreases from Si(σ

NA(θn−1
i ,θ−i)) = si +

∑ j∈N\{1,i} s j to Si(σ
NA(θ1

i ,θ−i)) = si. The cut-off points where agent i’s Si changes are
the distinct numbers from the set (u(1), . . . , u(n−2)). The remaining argument is similar
to possibility (a).

From possibilities (a) and (b) we get that the incentive payment of any i ∈ N \ {1} is
the following:

INA
i (θ) =

 0 if P′i (σ
NA(θ)) = ∅,

si ∑
j∈P′i (σ

NA(θ))
θ j otherwise.
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Therefore, the cut-off based transfer for any i ∈ N \ {1} and any profile θ ∈ Θn is the
following:

(7) τNA
i (θ) =

 hi(θ−i) if P′i (σ
NA(θ)) = ∅,

hi(θ−i)− si ∑
j∈P′i (σ

NA(θ))
θ j otherwise.

5. BALANCED IMPLEMENTABILITY

Definition 9. A sequencing rule σ is implementable with balanced transfers if there exists
a mechanism (σ , τ) that implements it with budget balancing transfers where budget
balancing transfers require that for all θ ∈ Θn, ∑ j∈N τ j(θ) = 0.

Implementing a sequencing rule with balanced transfers simply means information
extraction is done costlessly. That is, if any sequencing rule is implementable with bal-
anced transfer, then, for any given profile θ, the utility of the agents are such that nei-
ther it is Pareto dominated nor it Pareto dominates the utility allocation of the agents
under the same profile θ when there is complete information with no monetary trans-
fers.

Consider anyσ ∈ NI(Ωs
N) and any cut-off based mechanism (σ , τ). For anyθ ∈ Θn,

the cut-off based transfer for any i ∈ N is τi(θ) = hi(θ−i) − Ii(θ) where hi(θ−i) is
the agent specific number that depends on the profile θ−i of all but i and Ii(θ) is his
incentive payment. Define I(θ) := ∑i∈N Ii(θ) as the aggregate incentive payment for the
profile θ ∈ Θn. Any NI sequencing rule σ is implementable with balanced transfers
if and only if there exists a cut-off based mechanism (σ , τ) with given functions hi :
Θ|N\{i}| → R for all i ∈ N such that for any profile θ ∈ Θn, ∑i∈N τi(θ) = I(θ) −
∑i∈N hi(θ−i) = 0⇔ I(θ) = ∑i∈N hi(θ−i). Therefore anyσ ∈ NI(Ωs

N) is implementable
with balanced transfer if and only if for any θ ∈ Θn,

(8) I(θ) = ∑
i∈N

hi(θ−i).

Thus for budget balance we require that the profile contingent aggregate incentive
payment is (n− 1) type separable.

Remark 1.

(1) Any constant sequencing rule σ̄ satisfies condition (8). In particular, for any
profile θ ∈ Θn, the incentive payment of any i ∈ N is Ii(θ) = 0. Hence for
any profile θ ∈ Θn, I(θ) = ∑i∈N Ii(θ) = 0 and condition (8) holds. For any
constant sequencing rule σ̄ , the cut-off based transfer specifies that for any θ ∈
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Θn, τi(θ) = hi(θ−i) for all i ∈ N. By setting the transfer (hi(θ−i)) of all agents at
zero we can achieve implementability with balanced transfers.

(2) Let σw,κ ∈ ACM(Ωs
N) with the property that there exists j ∈ N such that w j =

0. For this σw,κ, the following property holds: For any θ− j ∈ Θ|N\{ j} and any
θ j,θ′j ∈ Θ, σw,κ(θ j,θ− j) = σw,κ(θ′j,θ− j). Hence the incentive payment of agent
j is I j(θ) = 0 for all θ ∈ Θn and for any i ∈ N \ { j}, the incentive payment
is independent of θ j so that Ii(θ) := Ki(θ− j) for any θ ∈ ΘN. Therefore, for
any θ ∈ Θn, I(θ) = ∑i∈N Ii(θ) = ∑i∈N\{ j} Ki(θ− j) := K(θ− j) and condition (8)
holds. If we take the cut off based transfer such that for any θ ∈ Θn, h j(θ− j) =

K(θ− j) and hi(θ−i) = 0 for all i ∈ N \ { j}, then we get budget balance.

An implication of budget balanced VCG mechanism for outcome efficient alloca-
tion rules was provided by Walker [24] which is better known as the Cubical Array
Lemma. For any NI sequencing rule σ with cut-off based mechanisms we get some-
thing similar in terms of aggregate incentive payment which is stated in the next propo-
sition. Before stating the next proposition we introduce some more notations. For any
pair of profiles θ = (θ1,θ2, . . . ,θn),θ′ = (θ′1,θ′2, . . . ,θ′n) ∈ Θn and any S ⊆ N, let
θ(S) = (θ1(S),θ2(S) . . . ,θn(S)) ∈ Θn be a profile such that

(9) θ j(S) =

{
θ j if j 6∈ S,
θ′j if j ∈ S.

Observe that θ(S = ∅) = θ, θ(S = {i}) = (θ′i ,θ−i), θ(S = {i, j}) = (θ′i ,θ
′
j,θ−i− j) and

so on, θ(S = N \ {i}) = (θi,θ′−i) and θ(S = N) = θ′.

Lemma 1. For any σ ∈ NI(Ωs
N), we can find a cut-off based mechanism (σ , τ) that imple-

ments σ with balanced transfers only if for all pairs of profiles θ,θ′ ∈ Θn,

(10) ∑
S⊆N

(−1)|S| I(θ(S)) = 0.

Condition (10) in Lemma 1 states that the weighted aggregate incentive payment
must add up to zero while moving from profile θ to any other profile θ′ by allowing
for all possible group deviations. The weights are all (−1) for groups with odd num-
ber of agents and are 1 for groups with even number of agents. The proof of Lemma
1 is similar to the proof of the Cubical Array Lemma due to Walker [24] and hence
a formal proof is not provided. For N = {1, 2} implementation of any NI sequenc-
ing rule σ with balanced transfer requires that condition (8) holds, that is for all θ =

(θ1,θ2) ∈ Θ2, (a) I(θ1,θ2) = h1(θ2)+ h2(θ1). Using (a) it follows that for anyθ,θ′ ∈ Θ2,
∑S⊆N(−1)|S| I(θ(S)) = I(θ1,θ2)− I(θ′1,θ2)− I(θ1,θ′2)+ I(θ′1,θ′2) = [h1(θ2)+ h2(θ1)]−
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[h1(θ2) + h2(θ
′
1)]− [h1(θ

′
2) + h2(θ1)] + [h1(θ

′
2) + h2(θ

′
1)] = 0. Lemma 1 is a generaliza-

tion of this idea.
The next remark shows how Lemma 1 can help us identify necessary restrictions for

implementability of any sequencing rule with balanced transfers.

Remark 2.

(1) For any NI sequencing rule σV of Example 1, Lemma 1 puts a restriction on the
vector a = (a1, a2). Specifically, for any pair of profiles θ = (θ1 = a1 + δ1,θ2 =

a2 + δ2) and θ′ = (θ′1 = a1 − δ1,θ′2 = a2 − δ2) with δ1 ∈ (0, a1), δ2 ∈ (0, a2),
condition (10) requires that ∑S⊆N(−1)|S| IV(θ(S)) = IV(θ1,θ2) − IV(θ′1,θ2) −
IV(θ1,θ′2) + IV(θ′1,θ′2) = a2s1 − a1s2 − a2s1 + a2s1 = a2s1 − a1s2 = 0 implying
that for any σV to be implementable with balanced transfer it is necessary that
a2s1 = a1s2. Therefore, from Lemma 1 it follows that for a sequencing problem
Ω

(s1 ,s2)
{1,2} with two agents, any sequencing rule σV of Example 1, satisfying the

added restriction that a1s2 6= a2s1, is not implementable with balanced transfers.
(2) For the NI sequencing rule σNA of Example 2, Lemma 1 fails to hold. For any

two profiles θ = (θ1, . . . ,θn),θ′ = (θ′1, . . . ,θ′n) ∈ Θn such that θ1/s1 > . . . >
θn/sn > θ′1/s1 > . . . > θ′n/sn, one can verify that ∑S⊆N(−1)|S| INA(θ(S)) =

s1

(
∑ j∈N\{i} s j

)
[(θ′1/s1) − (θn/sn)] < 0 and we have a violation of condition

(10) of Lemma 1. Therefore, the NI sequencing rule σNA is not implementable
with balanced transfers.

5.1. Case 1: Two agents. Consider any two agent sequencing problem Ω
(s1 ,s2)
{1,2} and

consider any sequencing rule σ . Recall that in Remark 1 (1) we have already estab-
lished that a constant sequencing rule is implementable with balanced transfers. In
this sub-section we concentrate only on non-constant NI sequencing rules. For any
i ∈ {1, 2}, let Ai(σ) = {θ ∈ Θ2 | σi(θ) = 1} be the set of profiles such that agent i is
first in the order. Clearly, for any two agent sequencing rule σ , A1(σ) ∪ A2(σ) = Θ2.
If the sequencing rule σ̄ is such that A1(σ̄) = Θ2, then it is the constant sequencing
rule with the fixed order σ̄ = (σ̄1 = 1, σ̄2 = 2). If σ∗ is a sequencing rule such that
A1(σ

∗) = {θ ∈ Θ2 | θ1/s1 ≥ θ2/s2}, then it is the outcome efficient sequencing rule.
If σ̃ is a sequencing rule such that A1(σ̃) = {θ ∈ Θ2 | θ1 ≥ θ2}, then it is the just se-
quencing rule. For any i ∈ {1, 2}, an obvious consequence of any NI sequencing rule
σ are as follow.

(ni): If θ ∈ Ai(σ), then Qi(θ) = {θ′ = (θ′1,θ′2) ∈ Θ2 | θ′i ≥ θi & θ′j ≤ θ j} ⊆ Ai(σ).
Moreover, the open set of Qi(θ), that is, Q′i(θ) = {θ′ = (θ′1,θ′2) ∈ Θ2 | θ′i > θi & θ′j <

θ j} ⊆ Ai(σ) since Q′i(θ) ⊂ Qi(θ).
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Consider any NI sequencing ruleσ and consider any pairθ,θ′ ∈ Θ2 such thatθ′i > θi

for i ∈ {1, 2} and define X0 = θ, X1 = (θ′1,θ2), X2 = (θ1,θ′2) and X12 = θ′. Given (ni),
for any i, j ∈ {1, 2} with i 6= j, it is not possible to have the following: (a) X0, X12 ∈
Ai(σ) and Xi, X j ∈ A j(σ), (b) X0, Xi ∈ A j(σ) and X j, X12 ∈ Ai(σ) and (c) X0, Xi, X12 ∈
A j(σ) and X j ∈ Ai(σ).

Lemma 2. If a non-constant σ ∈ NI(Ω(s1 ,s2){1,2}) is implementable with balanced transfers,
then, for any i, j ∈ {1, 2} with i 6= j and any pair θ,θ′ ∈ Θ2 such that θ′1 > θ1, θ′2 > θ1,
X0 = θ, X1 = (θ′1,θ2), X2 = (θ1,θ′2) and X12 = θ′, the following conditions must hold.

(B1) If X0, Xi, X12 ∈ Ai(σ) and X j ∈ A j(σ), then the cut-off point of agent i for θ′j and the

cut-off point of agent j for θi have the following relation: θ(1)i (θ′j)s j = θ
(1)
j (θi)si.

(B2) If X0, Xi ∈ Ai(σ) and X j, X12 ∈ A j(σ), then the cut-off points of agent j for θi and θ′i
are equal, that is, θ(1)j (θi) = θ

(1)
j (θ′i).

Definition 10. Let Ω(s1 ,s2)
{1,2} be a two-agent sequencing problem. A sequencing rule σTx

is a two agent balancing (TAB) sequencing rule if there exists an agent k ∈ {1, 2} such
that any one of the following conditions hold.

(T1) There exists ak > 0 such that al = (aksl)/sk > 0 and either Ak(σ
T1a) = {θ ∈

Θ2 | either θk ≥ ak or θl ≤ al} or Ak(σ
T1b) = {θ ∈ Θ2 | either θk > ak or θl < al}

(see Figure 1 where we have (T1a) and (T1b) for k = 1).
(T2) There exists a real number ak > 0 such that either Ak(σ

T2a) = {θ ∈ Θ2 | θk ≥
ak} or Ak(σ

T2b) = {θ ∈ Θ2 | θk > ak} (See Figure 2 where we have (T2a) and
(T2b) for k = 1).

y2

y1O

(T1a)

P ∈ A1(σ
T1a)

a2

a1
θ

tan(θ) = s2
s1

y2

y1O

(T1b)

P ∈ A2(σ
T1b)

a2

a1
θ

Figure 1: (T1)
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y2

y1O

(T2a)

P ∈ A1(σ
T2a)

a1

Figure 2: (T2)

y2

y1O

(T2b)

P ∈ A2(σ
T2b)

a1

Any ACM sequencing rule σw,κ such that w1 > 0, w2 = 0 and κ(σ1 = 1,σ2 = 2) >
κ(σ1 = 2,σ2 = 1) is a sequencing rule σT2a given in (T2) with k = 1. A sequencing
rule σT1a given in (T1) is the special case of any NI sequencing rule σV of Example 1
with the added restriction that a2s1 = a1s2. Therefore, as established in the proof of
Proposition 2, any sequencing rule defined in (T1) is not an ACM sequencing rule.

Theorem 2. A non-constant σ ∈ NI(Ω(s1 ,s2){1,2}) is implementable with balanced transfers
if and only if it is a TAB sequencing rule σTx.

Therefore, a consequence of Theorem 2 is that any ACM sequencing rule σw,κ such
that the agent specific weights w1 and w2 are both positive are not implementable
with balanced transfers. Hence the outcome efficient sequencing rule σ∗ and the just
sequencing rule σ̃ are not implementable with balanced transfers.

5.2. Case 2: More than two agents. For any sequencing problem Ωs
N with more than

two agents it is difficult to identify the complete class of NI sequencing rules that are
implementable with balanced transfers.

Consider any sequencing problem Ωs
N with three or more agents. In Remark 1(2) we

have argued that any ACM sequencing ruleσw,κ with the property that there exists i ∈
N such that wi = 0 is implementable with balanced transfers. What can we say about
implementability with balanced transfers for any ACM sequencing rule σw,κ with the
property that for all i ∈ N, wi > 0? We identify an ACM sequencing rule σw,κ with
the properties that for all i ∈ N, wi > 0 and κ function is not a constant function, that
cannot be implemented with balanced transfers.
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Example 3. Consider any sequencing problem Ω
(s1 ,s2 ,s3)
{1,2,3} with three agents. Consider

the ACM sequencing rule σw,κ such that w1 = w2 = w3 = 1 > 0 and

(11) κ(σ) =

{
κ̄ > 0 if σ1 = (σ1

1 = 1,σ1
2 = 2,σ1

3 = 3),
0 if σ ∈ Σ({1, 2, 3}) \ {σ1}.

Given the selection of the κ(σ) function it may so happen that agent 1 has the highest
urgency index, agent 2 has the second highest urgency index and agent 3 has the lowest
urgency index and yet the order (σ1 = 2,σ2 = 1,σ3 = 3) is less costly compared to
the order (σ1 = 1,σ2 = 2,σ3 = 3) simply because we have an added cost of κ̄ > 0
associated with selecting the order (σ1 = 1,σ2 = 2,σ3 = 3). This aspect can be used
to demonstrate that it is impossible to implement this sequencing rule with balanced
transfers.

Consider any two profiles θ = (θ1,θ2,θ3),θ′ = (θ′1,θ′2,θ′3) ∈ Θ3 such that θ3/s3 >

θ2/s2 > θ1/s1 > θ′2/s2 > θ′3/s3 > θ′1/s1, θ1s2 −θ′2s1 = κ̄/2 and θ′3 = κ̄/s2. We provide
the chosen order and the incentive payment of the three agents for the eight possible
profiles.

(a) σw,κ(θ1,θ2,θ3) = (σ1 = 3,σ2 = 2,σ3 = 1), I1(θ1,θ2,θ3) = 0, I2(θ1,θ2,θ3) =

s2θ1 and I3(θ1,θ2,θ3) = s3(θ2 +θ1).
(b) σw,κ(θ′1,θ2,θ3) = (σ1 = 3,σ2 = 2,σ3 = 1), I1(θ

′
1,θ2,θ3) = 0, I2(θ

′
1,θ2,θ3) =

s2θ
′
1 and I3(θ

′
1,θ2,θ3) = s3(θ2 +θ′1).

(c) σw,κ(θ1,θ′2,θ3) = (σ1 = 2,σ2 = 3,σ3 = 1), I1(θ1,θ′2,θ3) = s1θ
′
2, I2(θ1,θ′2,θ3) =

0 and I3(θ1,θ′2,θ3) = s3(θ1 +θ′2).
(d) σw,κ(θ1,θ2,θ′3) = (σ1 = 2,σ2 = 1,σ3 = 3), I1(θ1,θ2,θ′3) = s1θ

′
3, I2(θ1,θ2,θ′3) =

s2(θ1 +θ′3) and I3(θ1,θ2,θ′3) = 0.
(e) σw,κ(θ′1,θ′2,θ3) = (σ1 = 3,σ2 = 2,σ3 = 1), I1(θ

′
1,θ′2,θ3) = 0, I2(θ

′
1,θ′2,θ3) =

s2θ
′
1 and I3(θ

′
1,θ′2,θ3) = s3(θ

′
2 +θ′1).

(f) The profile (θ1,θ′2,θ′3) shows how we cannot rely only on the urgency index
whenκ-function is not a constant function. In particular, we haveθ1/s1 > θ′2/s2

and yet agent 1 is served after agent 2 simply because the cost of selecting the
order (σ1 = 1,σ2 = 2,σ3 = 3) less the cost of selecting the order (σ1 = 2,σ2 =

1,σ3 = 3) equals κ̄+θ′2s1−θ1s2 = κ̄− κ̄/2 = κ̄/2 > 0. Hence,σw,κ(θ1,θ′2,θ′3) =
(σ1 = 2,σ2 = 1,σ3 = 3). Further, the relevant cut-off point for agent 1 is
θ
(2)
1 = (s1θ

′
3)/s3 and hence his incentive payment is I1(θ1,θ′2,θ′3) = s1θ

′
3. The

relevant cut-off points for agent 2 are θ(1)2 = (θ1s2 − κ̄)/s1 and θ
(2)
2 = (s2θ

′
3)/s3.

Specifically, given (θ1,θ′3), θ
(1)
2 is that waiting cost of agent 2 for which the

cost of selecting the order (σ1 = 1,σ2 = 2,σ3 = 3) less the cost of selecting
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the order (σ1 = 2,σ2 = 1,σ3 = 3) equals zero. Hence his incentive pay-
ment is I2(θ1,θ′2,θ′3) = s2(θ1 + θ′3) − κ̄. Finally, since agent 3 is served last,
I3(θ1,θ′2,θ′3) = 0.

(g) σw,κ(θ′1,θ2,θ′3) = (σ1 = 3,σ2 = 1,σ3 = 2), I1(θ
′
1,θ2,θ′3) = 0, I2(θ

′
1,θ2,θ′3) =

s2(θ
′
3 +θ′1) and I3(θ

′
1,θ2,θ′3) = s3θ

′
1.

(h) σw,κ(θ′1,θ′2,θ′3) = (σ1 = 3,σ2 = 1,σ3 = 2), I1(θ
′
1,θ′2,θ′3) = 0, I2(θ

′
1,θ′2,θ′3) =

s2(θ
′
3 +θ′1) and I3(θ

′
1,θ′2,θ′3) = s3θ

′
1.

Taking the left hand side of condition (10) of Lemma 1 and then simplifying it using
(a)-(h) above we get

(12) ∑
S⊆N

(−1)|S| I(θ(S)) = θ′3s2 + (θ1s2 −θ′2s1 − κ̄) = κ̄ +

(
κ̄

2
− κ̄

)
=

κ̄

2
6= 0.

Condition (12) is a violation of condition (10) in Lemma 1. Hence the ACM sequencing
rule σw,κ with w1 = w2 = w3 = 1 > 0 and the κ(σ) function given by condition (11) is
not implementable with balanced transfers.

Given that the agent specific weights are all positive, Example 3 shows that it is dif-
ficult to check the prospect of implementability with balanced transfers for any ACM
sequencing rule with the property that the κ-function is not a constant. Keeping this
difficulty in mind, we identify a sufficient family of NI sequencing rules that are im-
plementable with balanced transfers.

Consider any sequencing problem Ωs
N with more than two agents and let ΠN be the

set of all possible priority partitions of the agents where the order of representing the
partition is important in terms of priority. For example, if π(N) = (π1, π2, . . . , πK) is
any priority partition, then group π1 is given priority over group π2 and so on. Let
π(N) = (π1, . . . , πK) ∈ ΠN be any priority partition of the set of agents. The set of
π(N) induced orders is

(13)

Σ(π(N)) =

{
{σ ∈ Σ(N) | ∀k ∈ {1, . . . , K− 1},σi < σ j, ∀i ∈ πk, ∀ j ∈ πk+1} if K ≥ 2,
Σ(N) if K = 1.

Therefore, the set of priority partition π(N) induced orders Σ(π(N)) are those or-
ders where agents in π1 are always served first, agents in π2 are always served after
agents in π1 but before agents in π3 (if any) and so on. If K = 1 so that π(N) = (π1 =

πK = {N}), then Σ(π(N)) = Σ(N) which is the set of all possible ordering on the
set of agents N. For example, for Π{1,2,3}, there are four types of priority partitions.
These are π c = (π1 = {i}, π2 = { j}, π3 = {k}), π21 = (π1 = {i, j}, π2 = {k}),
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π12 = (π1 = {i}, π12
2 = { j, k}) and π̄ = (π1 = {1, 2, 3}) where i 6= j 6= k 6= i.

For π c, Σ(π c) = {(σi = 1,σ j = 2,σk = 3)}, for π21, Σ(π21) = {{(σi = 1,σ j =

2,σk = 3)} ∪ {(σi = 2,σ j = 1,σk = 3)}}, for π12, Σ(π12) = {{(σi = 1,σ j = 2,σk =

3)} ∪ {(σi = 1,σ j = 3,σk = 2)}} and finally for π̄ , we have the set of all possible
orders on the set of agents, that is, Σ(π̄) = Σ({1, 2, 3}).

Definition 11. Consider any priority partition π(N) ∈ ΠN and let f = { f1, . . . , fn} be a
set of agent specific increasing and one-to-one functions f j : Θ→ R+. The sequencing
rule σπ(N), f : Θn → Σ(N) satisfies group priority based cost minimization (GP-CM) if for
each θ ∈ Θn, σπ(N), f (θ) ∈ arg minσ∈Σ(π(N)) ∑ j∈N f j(θ j)S j(σ).

By appropriately modifying the arguments used to prove that an ACM sequenc-
ing rule is NI in Proposition 2, one can easily show that any GP-CM sequencing rule
σπ(N), f is NI. The following observations are important for our understanding of GP-
CM sequencing rules.

(1) For any π(N) ∈ ΠN, any GP-CM sequencing ruleσπ(N), f with the property that
there exists an agent j ∈ N such that f j(.) is non-linear is an NI sequencing rule
which is not an ACM.

(2) For any π(N) ∈ ΠN, the GP-CM sequencing rule σπ(N), f where f j(.) is linear
for all j ∈ N is an ACM sequencing rule. Specifically, any ACM sequencing rule
σw,κ such that w j > 0 for all j ∈ N and κ(σ) = 0 for all σ ∈ Σ′(N) and there
exists a priority partition π(N) ∈ ΠN such that Σ′(N) = Σ(π(N)) is a GP-CM
sequencing rule.

(3) The GP-CM sequencing rule is not onto for any π(N) = (π1, . . . , πK) ∈ ΠN

such that K ≥ 2 since, in that case, Σ(N) \ Σ(π(N)) 6= ∅ and any order σ ∈
Σ(N) \ Σ(π(N)) is never chosen.

(4) For π(N) ∈ ΠN such that K = 1 so that the π(N) = (π1 = πK = {N}) is the
grand coalition, Σ(π(N)) = Σ(N) and any such GP-CM σπ(N), f is onto.

(5) A GP-CM sequencing rule σπ(N), f is a constant sequencing rule if π(N) =

(π1, . . . , πK) is such that K = n.
(6) A GP-CM sequencing rule σπ(N), f gives the outcome efficient sequencing rule

σ∗ if π(N) = ({N}) and f j(θ j) = θ j for all j ∈ N.
(7) A GP-CM sequencing rule σπ(N), f gives the just sequencing rule σ̃ if π(N) =

({N}) and f j(θ j) = (1/∏k∈N\{ j} sk)θ j for all j ∈ N.

Remark 3. For any GP-CM sequencing ruleσπ(N), f with the priority partition π(N) ∈
ΠN, modified urgency index f j(θ j)/s j is used to determine the profile contingent order of
serving the agents. Specifically, like Smith’s [22] rule for outcome efficient sequencing
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rule σ∗, for any GP-CM σπ(N), f , the selected order σπ(N), f (θ) satisfies the following
condition.

(GP-CM) For any i, j ∈ πk ∈ π(N),
( fi(θi)/si) ≥ ( f j(θ j)/s j)⇔ σ

π(N), f
i (θ) ≤ σ

π(N), f
j (θ).

Given the tie-breaking rule, this profile contingent selection σπ(N), f (θ) is unique.

Definition 12. For any GP-CM sequencing rule σπ(N), f with priority partition π(N) ∈
ΠN, a mechanism (σπ(N), f , τπ(N), f ) is a GP-CM-cut-off based mechanism if the transfer
rule is such that for any θ ∈ Θn and any i ∈ πk ∈ π(N),

(14)

τ
π(N), f
i (θ) =


Gi(θ−i) if P′i (σ

π(N), f (θ)) ∩ πk = ∅,
Gi(θ−i)− ∑

j∈P′i (σ
π(N), f (θ))∩πk

f−1
i

(
f j(θ j)

s j

)
(s jsi) if P′i (σ

π(N), f (θ)) ∩ πk 6= ∅.

where the function Gi : Θ|N\{i}| → R is arbitrary.

It is obvious that the incentive payment of any agent i ∈ πk ∈ π(N) under the
GP-CM-cut-off based mechanism is the following:

Iπ(N), f
i (θ) =


0 if P′i (σ

π(N), f (θ)) ∩ πk = ∅,
∑

j∈P′i (σ
π(N), f (θ))∩πk

∑

j∈P′i (σ
π(N), f (θ))∩πk

f−1
i

(
f j(θ j)

s j

)
(s jsi) if P′i (σ

π(N), f (θ)) ∩ πk 6= ∅.

The GP-CM-cut-off based transfers (14) specifies that for any i ∈ πk ∈ π(N) and any
θ−i ∈ ΘN\{i}, if θi is such that agent i is served last among the members of the group
πk in which he belongs for the order σπ(N), f (θi,θ−i), then τ

π(N), f
i (θi,θ−i) = Gi(θ−i).

This part of the transfer is like the cut-off based transfer for the case where agent i’s
type is smaller than the smallest cut-off point θ(T−1)

i (see Theorem 1). If, however, θ′i
is such that agent i is not served last among the members of his group πk under the
order σπ(N), f (θ′i ,θ−i), that is, if P′i (σ

π(N), f (θ′i ,θ−i)) ∩ πk 6= ∅, then agent i’s transfer

τ
π(N), f
i (θ′i ,θ−i) not only has Gi(θ−i) but he also has to make an incentive payment

Ii(θ
′
i ,θ−i). His incentive payment amount is the sum of cost that agent i inflicts on the

followers from the members of his group πk under the orderσπ(N), f (θ′i ,θ−i). This part

of the incentive solving payment is nothing but the cost term ∑
T−1
r=t θ

(r)
i Dr(θ−i) in the

transfer under the cut-off based mechanism (see Theorem 1). In particular, given any
i ∈ πk ∈ π(N) and given anyθ−i ∈ Θ|N\{i}|, the cut-off points where the order of agent
i changes are set of distinct elements from the collection {si f−1

i ( f j(θ j)/s j)} j∈πk\{i} and
the absolute cost difference of agent i below and above any cut-off point si f−1

i ( f j(θ j)/s j)
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is given by D j(θ−i) = s j. Hence for each j ∈ P′i (σ
π(N), f (θ)) ∩ πk, the payment of i is[

si f−1
i ( f j(θ j)/s j)

]
D j(θ−i) = f−1

i ( f j(θ j)/s j)(s jsi).

Theorem 3. Consider any sequencing problem Ωs
N with more than two agents. For

any priority partition π(N) = (π1, . . . , πK) ∈ ΠN and for any given set of functions
f = { f1, . . . , fn} that are increasing and onto, the GP-CM sequencing rule σπ(N), f is
implementable with balanced transfers.

Till now we have obtained the following.

(1) Any ACM sequencing rule σw,κ such that there exists an agent j ∈ N such that
w j = 0 is implementable with balanced transfers (see Remark 1 (2)).

(2) Example 3 demonstrates the existence of an ACM sequencing rule σw,κ such
that wi > 0 for all i ∈ N and κ-function is not a constant function which is not
implementable with balanced transfers.

(3) Any ACM sequencing rule σw,κ such that wi > 0 for all i ∈ N and κ(σ) = 0
for all σ ∈ Σ′(N) and there exists a priority partition π(N) ∈ ΠN such that
Σ′(N) = Σ(π(N)) is a GP-CM sequencing rule and hence, by Theorem 3, is
implementable with balanced transfers. Moreover, since the grand coalition
π(N) = (π1 = {N}) is also included in the set of priority partitions, any onto
ACM sequencing rule σw,κ such that wi > 0 for all i ∈ N and κ(σ) = 0 for all
σ ∈ Σ(N) is implementable with balanced transfers.

(4) The non-affine cost minimizers NI sequencing rules included in GP-AM se-
quencing rules are a generalization of the affine cost minimizer sequencing rules
where agents’ waiting cost are replaced with a non-linear function of the wait-
ing cost which is increasing and onto. Theorem 3 shows that all these rules are
also implementable with balanced transfers.

What can we say about any ACM sequencing rule σw,κ such that (a) κ-function is a
constant function, (b) wi > 0 for all i ∈ N, and, yet, (c) it does not belong to the class of
GP-CM sequencing rules? It is difficult to give a general answer and we provide one
example of such an ACM sequencing rule which is not implementable with balanced
transfers.

Example 4. Consider any sequencing problem Ω
(s1 ,s2 ,s3)
{1,2,3} with three agents. Consider

the ACM sequencing rule σw,κ such that w1 = w2 = w3 = 1 > 0, κ(σ) = 0 for
all σ ∈ Σ′({1, 2, 3}) and Σ′({1, 2, 3}) = {σ = (σ1,σ2,σ3) ∈ Σ({1, 2, 3}) | σ1 6= 2}.
From the discussion about the priority partitions Π{1,2,3} for the three agent case, that
appears before the definition of GP-CM sequencing rules, it is easy to see that there
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does not exists a priority partition π ∈ Π{1,2,3} such that Σ′({1, 2, 3}) = Σ(π({1, 2, 3})
and hence this ACM sequencing rule is not in the family of GP-CM sequencing rules.
Consider any two profiles θ = (θ1,θ2,θ3),θ′ = (θ′1,θ′2,θ′3) ∈ Θ3 such that θ′1 = s1,
θ′3 = 2s3, θ3 = 3s3, θ′2 = 3s2, θ2 = 4s2, θ1 = As1 and A is any number in the open
interval (2 + a, min{2 + 2a, 3}) where a = s2/(s2 + s3) ∈ (0, 1). Observe that θ2/s2 =

4 > θ′2/s2 = θ3/s3 = 3 > θ1/s1 = A > θ′3/s3 = 2 > θ′1/s1 = 1. Given the tie-breaking
rule, we provide the chosen order and the incentive payments under the eight possible
profiles.

(a) σw,κ(θ1,θ2,θ3) = (σ1 = 3,σ2 = 1,σ3 = 2) and I1(θ1,θ2,θ3) = 0. The relevant
cut-off points for agent 2 areθ(2)2 = (θ1(s2 + s3)−θ3s1)/s1 andθ

(1)
2 = (s2θ3)/s3.

Specifically, given (θ1,θ3), θ
(2)
2 is that waiting cost of agent 2 for which the cost

of selecting the order (σ1 = 3,σ2 = 2,σ3 = 1) less the cost of selecting the
order (σ1 = 1,σ2 = 3,σ3 = 2) equals zero. Hence his incentive payment is
I2(θ1,θ2,θ3) = θ1(s2 + s3)−θ3s1 + s2θ3. The relevant cut-off point for agent 3
is θ(2)3 = (θ1(s2 + s3)−θ2s1)/s1 and, given (θ1,θ2), θ

(2)
3 is that waiting cost of

agent 3 for which the cost of selecting the order (σ1 = 3,σ2 = 1,σ3 = 2) less the
cost of selecting the order (σ1 = 1,σ2 = 2,σ3 = 3) equals zero. Hence his in-
centive payment is I3(θ1,θ2,θ3) = θ1(s2 + s3)−θ2s1. Therefore, I(θ1,θ2,θ3) =

∑i∈{1,2,3} Ii(θ1,θ2,θ3) = 2θ1(s2 + s3)− (θ2 +θ3)s1 +θ3s2.
(b) σw,κ(θ′1,θ2,θ3) = (σ1 = 3,σ2 = 1,σ3 = 2) and, like case (a), the aggregate

incentive payment is I(θ′1,θ2,θ3) = 2θ′1(s2 + s3)− (θ2 +θ3)s1 +θ3s2.
(c) σw,κ(θ1,θ′2,θ3) = (σ1 = 3,σ2 = 1,σ3 = 2) and the aggregate incentive payment

is I(θ1,θ′2,θ3) = 2θ1(s2 + s3)− (θ′2 +θ3)s1 +θ3s2.
(d) σw,κ(θ1,θ2,θ′3) = (σ1 = 3,σ2 = 1,σ3 = 2) and the aggregate incentive payment

is I(θ1,θ2,θ′3) = 2θ1(s2 + s3)− (θ2 +θ′3)s1 +θ′3s2.
(e) σw,κ(θ′1,θ′2,θ3) = (σ1 = 3,σ2 = 1,σ3 = 2) and the aggregate incentive payment

is I(θ′1,θ′2,θ3) = 2θ′1(s2 + s3)− (θ′2 +θ3)s1 +θ3s2.
(f) σw,κ(θ1,θ′2,θ′3) = (σ1 = 1,σ2 = 2,σ3 = 3) and I3(θ1,θ′2,θ′3) = 0. The only

cut-off point for agent 1 is θ(1)1 = ((θ′2 +θ′3)s1)/(s2 + s3) and, given (θ′2,θ′3), θ
(1)
1

is that waiting cost of agent 1 for which the cost of selecting the order (σ1 =

3,σ2 = 1,σ3 = 2) less the cost of selecting the order (σ1 = 1,σ2 = 2,σ3 = 3)
equals zero. Hence I1(θ1,θ′2,θ′3) = (θ′2 + θ′3)s1. The relevant cut-off point for

agent 2 is θ
(2)
2 = (s2θ

′
3)/s3 and I2(θ1,θ′2,θ′3) = θ′3s2. Hence, I(θ1,θ′2,θ′3) =

∑i∈{1,2,3} Ii(θ1,θ′2,θ′3) = (θ′2 +θ′3)s1 +θ′3s2.
(g) σw,κ(θ′1,θ2,θ′3) = (σ1 = 3,σ2 = 1,σ3 = 2) and the aggregate incentive payment

is I(θ′1,θ2,θ′3) = 2θ′1(s2 + s3)− (θ2 +θ′3)s1 +θ′3s2.
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(h) σw,κ(θ′1,θ′2,θ′3) = (σ1 = 3,σ2 = 1,σ3 = 2) and I(θ′1,θ′2,θ′3) = 2θ′1(s2 + s3) −
(θ′2 +θ′3)s1 +θ′3s2.

Taking the left hand side of condition (10) of Lemma 1 and then simplifying it using
(a)-(h) above we get

(15) ∑
S⊆N

(−1)|S| I(θ(S)) = (s1 + s2)[s2 + 2((s2 + s3)− As1)].

For condition (10) in Lemma 1 to hold, for any A ∈ (2 + a, min{2 + 2a, 3}) we must
have that condition (15) must be equal to zero. This is not possible since the right
hand side of condition (15) changes for different selections of A from the interval (2 +

a, min{2 + 2a, 3}). In particular, if (15) is equal to zero for some selection a ∈ A, then
(15) is not equal to zero for any selection a +ε ∈ A with ε > 0. That we can always
select two distinct numbers from the interval A is immediate. If min{2 + 2a, 3} =

2+ 2a, then select a1 = 2+((3a)/2) and a1 +ε = 2+((7a)/4). Note that a1, a1 +ε ∈ A
and ε = a/4 > 0. If min{2 + 2a, 3} = 3, then select b1 = (5/2) + (a/2) and b1 +ε′ =

(8/3) + (a/3). Note that b1, b1 + ε′ ∈ A and ε′ = (1/6)(1 − a) > 0. Therefore, this
ACM sequencing rule σw,κ is not implementable with balanced transfers.

Finally, there are NI sequencing rules, different both from GP-CM sequencing rules
and from sequencing rules of Remark 1 (2), that are implementable with balanced
transfers. For example, consider any σ such that for each agent j ∈ N \ {1, 2}, σ j(θ) =

k ∈ {3, . . . , n} is fixed for all θ and for agents 1 and 2 we follow conditions specified
by (T1a) for the TAB sequencing rules (ignoring the waiting costs of all other agents)
to obtain their order. Clearly, this rule is implementable with balanced transfers by
setting the transfer of all j ∈ N \ {1, 2} at zero, ceteris paribus. Hence, GP-CM se-
quencing rules and sequencing rules of Remark 1 (2), taken together, is not necessary
for implementability with balanced transfers.

6. APPENDIX

Proof of Proposition 1: Consider any sequencing rule σ . Consider any agent i ∈
N and fix any profile θ−i of all but agent i. By taking any two types θi and θ′i for
agent i and applying the implementability conditions we have the following inequal-
ities: (1) Ui(σ(θ), τi(θ);θi) ≥ Ui(σ(θ

′
i ,θ−i), τi(θ

′
i ,θ−i);θi) and (2) Ui(σ(θ), τi(θ);θ′i) ≤

Ui(σ(θ
′
i ,θ−i), τi(θ

′
i ,θ−i);θ′i). From inequalities (1) and (2) we get

(16) [Si(σ(θ
′
i ,θ−i))− Si(σ(θ))]θi ≥ τi(θ

′
i ,θ−i)− τi(θ) ≥ [Si(σ(θ

′
i ,θ−i))− Si(σ(θ))]θ

′
i .
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Consider any θ′i > θi. By eliminating the difference in transfer (middle) term from
inequality (16) and then applying some obvious reshuffling we get the following in-
equality

(17) (θi −θ′i)[Si(σ(θ
′
i ,θ−i))− Si(σ(θ))] ≥ 0.

Given θ′i > θi, from inequality (17) we have Si(σ(θ
′
i ,θ−i)) ≤ Si(σ(θ

′
i ,θ−i)) which im-

plies non-increasingness of the completion time Si(σ(θi,θ−i)) in θi. Since the selection
of agent i and the fixing of θ−i of all but agent i were arbitrary, the necessity of NI
follows. �

Proof of Proposition 2: Consider any affine maximizer sequencing rule σw,κ. Let T ⊂
N be such that w j = 0 for all j ∈ T. Since, by affine maximization, for any profile
θ, σw,κ

i (θ) < σw,κ
j (θ) for any j ∈ T and any i ∈ N \ T and since the tie-breaking

rule fixes the order of service across agents in T, it follows that for any j ∈ T, any
θ− j, S j(σ(θ j,θ− j)) is a constant for all θ j ∈ Θ. Hence for any agent j ∈ T, the job
completion time is fixed for all profiles implying non-increasingness. Consider any
agent i with wi > 0, any profile θ−i ∈ Θ|N\{i}|, any θ′i > θi such that σ(θi,θ−i) := σ ,
σ(θ′i ,θ−i) := σ ′ and σ 6= σ ′. Using affine maximization we have the following:

(I) wiθiSi(σ)+∑ j∈N\{i} w jθ jS j(σ)+κ(σ) ≤ wiθiSi(σ
′)+∑ j∈N\{i} w jθ jS j(σ

′)+κ(σ ′),
and

(II) wiθ
′
i Si(σ)+∑ j∈N\{i} w jθ jS j(σ)+κ(σ) ≥ wiθ

′
i Si(σ

′)+∑ j∈N\{i} w jθ jS j(σ
′)+κ(σ ′).

From (I) and (II) we get

(III) wiθi[Si(σ)− Si(σ
′)] + ∑ j∈N\{i} w jθ j[S j(σ)− S j(σ

′)] ≤ κ(σ ′)−κ(σ), and
(IV) wiθ

′
i [Si(σ)− Si(σ

′)] + ∑ j∈N\{i} w jθ j[S j(σ)− S j(σ
′)] ≥ κ(σ ′)−κ(σ).

Using (III) and (IV) it easily follows that wi(θ
′
i −θi)[Si(σ)− S j(σ

′)] ≥ 0. Given θ′i > θi

and wi > 0, it follows that Si(σ
′) = Si(σ(θ

′
i ,θ−i)) ≤ Si(σ(θi,θ−i)) = Si(σ) and we

have non-increasingness.
To prove the final part we first prove that the NI sequencing rule σV (defined in Ex-

ample 1) for any two-agent sequencing problem is not an affine cost minimizer. Sup-
pose, to the contrary, that σV is an affine cost minimizer. Then for any θ′ such that
θ′1 > a1, the affine cost minimization must give w1θ

′
1s1 + w2θ

′
2(s1 + s2) +κ(σ1 = (σ1 =

1,σ2 = 2)) ≤ w1θ
′
1(s1 + s2) + w2θ

′
2s2 +κ(σ2 = (σ1 = 2,σ2 = 1)). Therefore, we must

have (I) w2θ
′
2s1 + κ(σ1) ≤ w1θ

′
1s2 + κ(σ2) for any θ′2. However, if w2 > 0, then this

is not possible as by keeping θ′1 fixed and taking θ′2 very large we can always have a
violation of inequality (I). Hence, we must have w2 = 0. But if w2 = 0, then the se-
quencing rule σV is independent of the waiting cost of agent 2 which is not the case
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(since for any θ1 < a1 the sequencing ruleσV depends on whether θ2 is greater than a2

or not). Hence we have the required contradiction.
To complete the proof we show that for any sequencing problem with three or more

agents, σNA (defined in Example 2) is not an affine cost minimizer. Suppose, to the
contrary, that σNA is an affine cost minimizer. Since σNA has the property that for
any i ∈ N, any given θ−i, there exists θ′i > θi such that Si(θ

′
i ,θ−i) < Si(θi,θ−i), it

is necessary that the affine cost minimizer must be such that wi > 0 for all i ∈ N.
Consider the profile θ = (θ1,θ2,θ3, . . . ,θn) such that θ2/s2 > θ1/s1 > θ3/s3 > . . . ≥
θn/sn. Then by σNA, the order selected is σ = (σ1 = 1,σ2 = 2,σ3 = 3, . . . ,σn =

n). Moreover affine cost minimization must rule out the order σ ′ = (σ1 = 3,σ2 =

1,σ3 = 2, . . . ,σn = n) and hence it follows that w1θ1s1 + w2θ2(s1 + s2) + w3θ3(s1 +

s2 + s3) +κ(σ) ≤ w1θ1(s1 + s2 + s3) + w2θ2s2 + w3θ3(s2 + s3) +κ(σ ′). This inequality
implies that w2θ2s1 +w3θ3s1 ≤ w1θ1(s2 + s3)+κ(σ ′)−κ(σ). By selecting a profileθ′ =
(x2,θ−2) such that x2 > θ2 we continue to have x2/s2 > θ1/s1 > θ3/s3 > . . . > θn/sn

and by σNA, the order selected continues to be σ = (σ1 = 1,σ2 = 2,σ3 = 3, . . . ,σn =

n). Hence for any x2 > θ2 we must have

(18) w2x2s1 + w3θ3s1 ≤ w1θ1(s2 + s3) +κ(σ ′)−κ(σ).

But as x2 increases, the left hand side of inequality (18) increases and the right hand
side remains unchanged. Therefore, for a sufficiently large value of x2, inequality (18)
fails to hold and hence we have a contradiction to our assumption thatσNA is an affine
cost minimizer. �

Proof of Theorem 1: Consider any NI sequencing ruleσ . We first prove that if a mech-
anism (σ , τ) implements σ , then it is necessarily a cut-off based mechanism. Consider
any agent i ∈ N and fix any any profile θ−i ∈ Θ|N\{i}|. From ineqaulity (16) in Propo-
sition 2 it follows that for all θi,θ′i ∈ Θ such that σ(θ) = σ(θ′i ,θ−i), τi(θ) = τi(θ

′
i ,θ−i).

If T = 1, then for any θi,θ′i ∈ Θ, σ(θ) = σ(θ′i ,θ−i) implying τi(θ) = τi(θ
′
i ,θ−i) =

hi(θ−i) and, given (3), the mechanism is necessarily cut-off based.
Suppose T ≥ 2. Then there exists a waiting cost cut-off vector (θ

(1)
i , . . . ,θ(T−1)

i )

where 0 := θ
(T)
i < θ

(T−1)
i < . . . < θ

(2)
i < θ

(1)
i < θ

(0)
i := ∞ such that for any

t ∈ {1, . . . , T}, Si(σ(θ
t
i ,θ−i)) := S̄(t,θ−i) for all θt

i ∈ (θ
(t)
i ,θ(t−1)

i ). Given that the se-
quencing rule is NI, S̄(1,θ−i) < S̄(2,θ−i) < . . . < S̄(T − 1,θ−i) < S̄(T,θ−i). Consider
any pair (θt+1

i ,θt
i ) ∈ (θ

(t+1)
i ,θ(t)i ) × (θ

(t)
i ,θ(t−1)

i ). By applying the implementability
condition (1) when the actual profile is (θt+1

i ,θ−i) ((θt
i ,θ−i)) and the misreport of agent
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i is θt
i (θt+1

i ) we get

(19) θt+1
i Dt(θ−i) ≤ τi(θ

t+1
i ,θ−i)− τi(θ

t
i ,θ−i) ≤ θt

i Dt(θ−i).

Since (19) must hold for all (θt+1
i ,θt

i ) ∈ (θ
(t+1)
i ,θ(t)i )× (θ

(t)
i ,θ(t−1)

i ), it follows that

(20) τi(θ
t+1
i ,θ−i)− τi(θ

t
i ,θ−i) = θ

(t)
i Dt(θ−i).

Condition (20) must hold for all t ∈ {1, . . . , T − 1}. By setting τi(θ
T
i ,θ−i) = hi(θ−i) for

any θT
i ∈ (θ

(T)
i ,θ(T−1)

i ) and then solving condition (20) recursively we get (3).

To complete the proof of this part, consider any pair θt+1
i ∈ (θ

(t+1)
i ,θ(t)i ) and the cut-

off point θ(t)i . By applying the implementability condition (1) when the actual profile

is (θt+1
i ,θ−i) ((θ(t)i ,θ−i)) and the misreport of agent i is θ(t)i (θt+1

i ) we get

(21) θt+1
i Dt(θ−i) ≤ τi(θ

t+1
i ,θ−i)− τi(θ

(t)
i ,θ−i) ≤ θ

(t)
i Dt(θ−i).

Using condition (20) above, we substitute τi(θ
t+1
i ,θ−i) = τi(θ

t
i ,θ−i) + θ

(t)
i Dt(θ−i) in

(21) to get

(22) θt+1
i Dt(θ−i) ≤ τi(θ

t
i ,θ−i)− τi(θ

(t)
i ,θ−i) +θ

(t)
i Dt(θ−i) ≤ θ

(t)
i Dt(θ−i).

Since inequality (22) must hold for all θt+1
i ∈ (θ

(t+1)
i ,θ(t)i ), it follows that

(23) τi(θ
t
i ,θ−i)− τi(θ

(t)
i ,θ−i) = −θ

(t)
i Dt(θ−i) +θ

(t)
i Dt(θ−i).

From condition (23) we get τi(θ
(t)
i ,θ−i) = τi(θ

t
i ,θ−i)−θ

(t)
i Dt(θ−i) +θ

(t)
i Dt(θ−i) for

any t ∈ {1, . . . , T − 1} with T ≥ 2 and this completes the proof. The converse is quite
easy and hence omitted. �

Proof of Lemma 2:
Proof of (B1): Without loss of generality, let i = 1 and let X0, X1, X12 ∈ A1 and X2 ∈ A2.
From the cut-off based mechanism we get I1(X0) = I1(X1) = θ

(1)
1 (θ2)s2, I2(X0) =

I2(X1) = I1(X2) = I2(X12) = 0, I2(X2) = θ
(1)
2 (θ1)s1 and I1(X12) = θ

(1)
1 (θ′2)s2. By ap-

plying condition (10) of Lemma 1 we get ∑S⊆{1,2} I(θ(S)) = θ
(1)
2 (θ1)s1−θ

(1)
1 (θ′2)s2 = 0

and we get (B1) for i = 1.
Proof of (B2): Without loss of generality, let i = 1 and let X0, X1 ∈ A1 and X2, X12 ∈ A2.
From the cut-off based mechanism we get I1(X0) = I1(X1) = θ

(1)
1 (θ2)s2, I2(X0) =

I2(X1) = I1(X2) = I1(X12) = 0, I2(X2) = θ
(1)
2 (θ1)s1 and I2(X12) = θ

(1)
2 (θ′1)s1. By

applying condition (10) of Lemma 1 we get ∑S⊆{1,2} I(θ(S)) = [θ
(1)
2 (θ1)−θ

(1)
2 (θ′1)]s1 =

0 and we get (B2) for i = 1. �
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Proof of Theorem 2: We first show that any NI sequencing rule which is TAB is imple-
mentable with balanced transfers. If we have the TAB sequencing rule σTx given by
(T1a) with k = 1, then the cut-off based transfer of agents 1 and 2 are given by (4) and
(5) respectively. If we set h2(θ1) = 0 for all θ1 ∈ Θ and if we set

(24) h1(θ2) =

{
0 if θ2 ≤ a2,
a2s1 if θ2 > a2,

then, using a1s2 = a2s1, we get

(25) τ1(θ) = −τ2(θ) =

{
0 if either θ1 ≥ a1 or θ2 ≤ a2,
a2s1 if θ1 < a1 and θ2 > a2.

For the TAB sequencing rule (T1b) with k = 1, the argument is similar and hence
omitted. Finally, if we have the TAB sequencing ruleσTx given by (T2a) and with k = 1,
then, by Theorem 1, we get the following cut-off based transfers. For any θ ∈ Θ2,

(26) τ1(θ) =

{
h1(θ2) if θ1 < a1,
h1(θ2)− a1s2 if θ1 ≥ a1,

and τ2(θ) = h2(θ1). If we set h1(θ2) = 0 for all θ2 ∈ Θ, and if we set

(27) h2(θ1) =

{
0 if θ1 < a1,
a1s2 if θ1 ≥ a1,

then we get implementability with balanced transfers. Specifically, we have

(28) τ1(θ) = −τ2(θ) =

{
0 if θ1 < a1,
−a1s2 if θ1 ≥ a1.

For the TAB sequencing rule (T2b) with k = 1, the argument is similar and hence omit-
ted. Therefore, we get implementability with balanced transfers for TAB seqeuncing
rules σTx.

We now prove the converse, that is, if a non-constant NI sequencing rule is imple-
mentable with balanced transfers, then it must be a TAB sequencing rule. We prove
this in two steps. Let σ be non-constant NI sequencing rule which is implementable
with balanced transfers and satisfies the following property.
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(P1) There exists an i ∈ {1, 2} such that we can find a pair θ,θ′ ∈ Θ2 with the
property that θ′i > θi and X0, Xi, X12 ∈ Ai(σ) and X j ∈ A j(σ) where X0 = θ,
X1 = (θ′1,θ2), X2 = (θ1,θ′2) and X12 = θ′.

Step 1: If σ is a non-constant NI sequencing rule that is implementable with balanced
transfers and for which (P1) holds, then σ must be a TAB sequencing rule of the form
(T1).

Proof of Step 1: Suppose we have X0, Xi, X12 ∈ Ai(σ) and X j ∈ A j(σ), for any i, j ∈
{1, 2} with i 6= j. Without loss of generality, let i = 1, j = 2. Then by Lemma 2
(B1), the cut-off points θ(1)1 (θ′2) and θ

(1)
2 (θ1) are such that θ(1)1 (θ′2)s2 = θ

(1)
2 (θ1)s1. Since

X0 = θ, X1 = (θ′1,θ2), X12 = (θ′1,θ′2) ∈ A1(σ) we have Q1(θ), Q1(θ
′
1,θ2), Q1(θ

′
1,θ′2) ⊂

A1(σ). Also we have X2 = (θ1,θ′2) ∈ A2(σ) hence Q2(θ1,θ′2) ⊂ A2(σ). Since θ
(1)
2 (θ1)

is the cut-off point for agent 2 at θ1, Q′1(F) ⊂ A1(σ) and Q′2(F) ⊂ A2(σ) where
F = (θ1,θ(1)2 (θ1)). Similarly the cut-off point for agent 1 at θ′2 is θ

(1)
1 (θ′2). Let E =

(θ
(1)
1 (θ′2),θ

′
2), hence Q′1(E) ⊂ A1(σ) and Q′2(E) ⊂ A2(σ). Take any point (θP

1 ,θP
2 ) :=

P ∈ T1(E) := {(θ1,θ2) ∈ Θ2 | θ1 > θ
(1)
1 (θ′2)&θ2 > θ′2} and, if possible, assume P ∈

A2(σ). As shown in Figure 3, consider the points X0, X′1, X′2, P where X0, X′1 ∈ A1(σ)

and X′2, P ∈ A2(σ). Then by Lemma 2 (B2) the cut-off points for agent 2 at θ1 and at θP
1

are equal, that is,θ(1)2 (θ1) = θ
(1)
2 (θP

1 ). Given (θP
1 ,θ(1)2 (θ1)) ∈ A1(σ),θ

(1)
2 (θP

1 ) > θ
(1)
2 (θ1).

Hence our assumption that P ∈ A2(σ) is not correct. Therefore, P ∈ A1(σ) implying
that T1(E) ⊂ A1(σ). All these facts are represented in Figure 3, where the red coloured
region denotes subsets of A2(σ) and the blue coloured region denotes subsets of A1(σ).

In Figure 4, let us consider any B := (θB
1 ,θB

2 ) ∈ S1 = {(θ′′1 ,θ′′2 ) ∈ Θ2 | θ′′1 < θ1 &θ′′2 <

θ2(θ1)}. If possible, assume B ∈ A2(σ). Consider the points B, R, X12, M such that
B, M ∈ A2(σ) and R, X12 ∈ A1(σ). Again, using Lemma 2 (B2), the cut-off points for
agent 1 forθB

2 andθ′2, are equal, that is,θ(1)1 (θB
2 ) = θ

(1)
1 (θ′2). However, this is not the case

sinceθ(1)1 (θB
2 ) ≤ θ1 andθ

(1)
1 (θ′2) > θ1 so thatθ(1)1 (θB

2 ) 6= θ
(1)
1 (θ′2). So B ∈ A1(σ). Finally,

we now show that, for any point r in the rectangle X2ECF (see Figure 4), r ∈ A2(σ). If
possible, assume r ∈ A1(σ). We consider the points X0, T, P, X2 where X0, T ∈ A1(σ)

and X2, P ∈ A2(σ). Since we have assumed r ∈ A1(σ), the cut-off point for agent
2 at θr

1, that is, θ(1)2 (θr
1) ≥ θr

2 and the cut-off point for agent 2 at θ1 is θ(1)2 (θ1). Since

θ
(1)
2 (θr

1) ≥ θr
2 > θ

(1)
2 (θ1), Lemma 2 (B2) is violated. Hence for any r in the rectangle

X2ECF, r ∈ A2(σ). The final result of all these arguments is depicted in Figure 5.



30 PARIKSHIT DE AND MANIPUSHPAK MITRA

y2

y1O

Figure 3

X0

X12

X1

X2

E

θ1(θ
′
2)

F C
θ2(θ1)

P

θ′2

θP
1

θ1

X′1

X′2 y2

y1O

Figure 4

X0

X12

X1

X2 P

T

θr
1

rθr
2

B
θB

2

M

R

θ′2
E

θ1(θ
′
2)

F
C

θ2(θ1)

θ1

y2

y1O

Figure 5

a1 = θ1(θ
′
2)

C = a
a2 = θ2(θ1)

Define a = (a1 = θ
(1)
1 (θ′2), a2 = θ

(1)
2 (θ1)). Fig-

ure 5 shows that red coloured region, that is, the
open set Q′2(a) ⊆ A2(σ) and the blue coloured re-
gion, that is, the open set Θ2 \ Q2(a) ⊆ A1(σ). If
a ∈ A1(σ), then A1(σ) = {θ ∈ Θ2 | either θ1 ≥
a1 or θ2 ≤ a2} which is the TAB sequencing rule
σT1a. If a ∈ A2(σ), then A1(σ) = {θ ∈ Θ2 |
either θ1 > a1 or θ2 < a2} which is the TAB se-
quencing rule σT1b. Hence σ is a TAB sequencing
rule of the form (T1) with k = 1 and l = 2. This
proves Step 1.

Step 2: If σ is a non-constant NI sequencing rule that is implementable with balanced
transfers and for which (P1) does not hold, then σ must be a TAB sequencing rule of
the form (T2).

Proof of Step 2: Suppose σ is a non-constant NI sequencing rule that is implementable
with balanced transfers and for which (P1) does not hold. Since σ is not a constant
sequencing rule and satisfies NI, there exists i ∈ {1, 2} and a pair θ,θ′ ∈ Θ2 such that
X0, Xi ∈ Ai(σ) and X j, X12 ∈ A j(σ) where j ∈ {1, 2}, j 6= i, X0 = θ, X1 = (θ′1,θ2),
X2 = (θ1,θ′2), X12 = θ′, θ1 < θ′1 and θ2 < θ′2. Without loss of generality, let i = 1, j = 2
so that X0, X1 ∈ A1(σ) and X2, X12 ∈ A2(σ). Then by Lemma 2 (B2), the cut-off
points θ

(1)
2 (θ1) and θ

(1)
2 (θ′1) are such that θ(1)2 (θ1) = θ

(1)
2 (θ′1) := θ̄2. Consider any

λ ∈ (0, 1) and the profile pair (θ1(λ),θ2),θ′ ∈ Θ2 where θ1(λ) := λθ1 + (1 − λ)θ′1
and define Xλ

0 = (θ1(λ),θ2), Xλ
1 = (θ′1,θ2), Xλ

2 = (θ1(λ),θ′2), Xλ
12 = θ′. Observe

that Xλ
0 , Xλ

1 ∈ Q1(θ1,θ2) ⊆ A1(σ) and Xλ
2 , Xλ

12 ∈ Q2(θ
′
1,θ′2) ⊆ A2(σ). Hence by

applying Lemma 2 (B2) we get the cut-off points θ(1)2 (θ1(λ)) and θ
(1)
2 (θ′1) are such that
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θ
(1)
2 (θ1(λ)) = θ

(1)
2 (θ′1) = θ̄2 implying that θ(1)2 (θ1(λ)) = θ

(1)
2 (θ1) = θ

(1)
2 (θ′1) = θ̄2

for any λ ∈ (0, 1). Hence by applying non-increasingness of σ we have Q′1(θ1, θ̄2) ⊆
A1(σ) and Q′2(θ

′
1, θ̄2) ⊆ A2(σ). This is depicted in Figure 6.
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a2 = θ̄2

Consider the set S̄2(θ
′
1, θ̄2) = {(θ′′1 ,θ′′2 ) ∈ Θ2 | θ′′1 > θ′1 & θ′′2 > θ̄2} and any point

P ∈ S̄2(θ
′
1, θ̄2). If P ∈ A1(σ), then by selecting the rectangle ABPC (see Figure 6)

we find that A, B, P ∈ A1(σ) and C ∈ A2(σ) which is a violation of the fact that σ
fails to satisfy Property (P1). Hence S̄2(θ

′
1, θ̄2) ⊆ A2(σ). Similarly, consider the set

S̄1(θ1, θ̄2) = {(θ′′1 ,θ′′2 ) ∈ Θ2 | θ′′1 < θ1 & θ′′2 < θ̄2} and any point R ∈ S̄1(θ1, θ̄2). If
R ∈ A2(σ), then by selecting the rectangle RSTV (see Figure 6) we find that R, V, T ∈
A2(σ) and S ∈ A1(σ) which is a violation of the fact that σ fails to satisfy Property
(P1). Hence S̄1(θ1, θ̄2) ⊆ A1(σ). Therefore, we have obtained the following

(t1) Q′1(θ1, θ̄2) ∪ S̄1(θ1, θ̄2) = {(θ′′1 ,θ′′2 ) ∈ Θ2 | θ′′2 < θ̄2} ⊆ A1(σ) and
(t2) Q′2(θ

′
1, θ̄2) ∪ S̄2(θ

′
1, θ̄2) = {(θ′′1 ,θ′′2 ) ∈ Θ2 | θ′′2 > θ̄2} ⊆ A2(σ).

Cases (t1) and (t2) are depicted in Figure 7. By setting θ̄2 = a2, we get {θ ∈ Θ2 | θ2 >

a2} ⊆ A2(σ) (from (t2) above) and Θ2 \ {θ ∈ Θ2 | θ2 ≥ a2} ⊆ A1(σ) (from (t1) above).
What about points on the cut-off line y2 = a2 = θ̄2 that separates the two decision?
Given non-increasingness of σ we have the following possibilities:

(i) All points of the line y2 = a2 are in A2(σ).
(ii) All points of the line y2 = a2 are in A1(σ).

(iii) There exists a θ∗1 > 0 such that all points (θ1, a2) with θ1 < θ∗1 are in A2(σ), all
points (θ′1, a2) with θ′1 > θ∗1 are in A1(σ) and (θ∗1 , a2) belongs to either A1(σ) or
A2(σ).

However, for case (iii), take the pair of profiles θ,θ′ ∈ Θ2 such that 0 < θ1 < θ∗1 < θ′1
and θ2 = a2 < θ′2 and define X0 = θ, X1 = (θ′1,θ2), X2 = (θ1,θ′2), X12 = θ′. Then we
have X0, X2, X12 ∈ A2(σ) and X1 ∈ A1(σ). This violates our initial assumption that σ
fails to satisfy Property (P1). Hence on the cut-off line y2 = a2 either case (i) holds or
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case (ii) holds. If case (i) holds, then we have σT2a, and, if case (ii) holds, then we have
σT2b. Hence we have the TAB sequencing rule of the form (T2) with k = 2 and l = 1.

�

Proof of Theorem 3: For any partition π(N) = (π1, . . . , πK) ∈ Π such that K ≥ 2 and
fix any set of increasing and onto functions f = { f1, . . . , fn} and consider the GP-CM
sequencing rule σπ(N), f . We show that any such GP-CM sequencing rule σπ(N), f is
implementable with balanced transfer by establishing that condition (8) holds, that is
the profile contingent aggregate incentive payment is (n− 1) type separable. For any
profile θ ∈ Θn and any πr ∈ π(N), define the function z f (θ; πr) := ∑ j∈πr Iπ(N), f

j (θ) =

∑ j∈πr s j

(
∑q∈P′j(σ

π(N), f (θ))∩πr

[
sq f−1

j
(

fq(θq)/sq
)])

. It is important to note that given any

profile θ ∈ Θn, for any πr ∈ π(N), the sum of incentive payments of the group πr ∈
π(N) is z f (θ; πr) and it has the property that it is independent of the waiting costs of
the agents N \ {πr}. Hence for any θ ∈ Θn, for any πr ∈ π(N), we write z f (θ; πr) :=
z f (θπr). Consider the GP-CM-cut-off based mechanism with transfer (14) and select
for any θ ∈ Θn and any i ∈ πk ∈ π(N), Gi(θ−i) = ∑πr∈π(N)\{πk}[z f (θπr)/(n− |πr|)].
Given this selection of Gi(.) functions we get

∑
i∈N

τ
π(N), f
i (θ) = ∑

i∈N
Gi(θ−i)− Iπ(N), f (θ)

= ∑
i∈N

(
∑

πr∈π(N)\{πk}

z f (θπr )

(n−|πr|)

)
− ∑

πk∈π(N)

(
∑

j∈πk

Iπ(N), f
j (θ)

)

= ∑
πk∈π(N)

(
∑

i∈N\{πk}

z f (θπk )

(n−|πk|)

)
− ∑

πk∈π(N)
z f (θπk)

= ∑
πk∈π(N)

[
z f (θπk )

(n−|πk|)

(
∑

i∈N\{πk}
1

)]
− ∑

πk∈π(N)
z f (θπk)

= ∑
πk∈π(N)

[ z f (θπk )

(n−|πk|)
(n− |πk|)

]
− ∑

πk∈π(N)
z f (θπk)

= ∑
πk∈π(N)

z f (θπk)− ∑
πk∈π(N)

z f (θπk) = 0.

Hence, for any given partition π(N) = (π1, . . . , πK) ∈ Π such that K ≥ 2, for any set
of increasing and onto functions f = { f1, . . . , fn}, the GP-CM sequencing rule σπ(N), f

is implementable with balanced transfers.
For the partition π(N) = (π1 = πK = {n}) ∈ Π such that K = 1 and any set of

increasing and onto functions f = { f1, . . . , fn}, consider the GP-CM sequencing rule
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σπ(N), f . We show that any such GP-CM sequencing ruleσπ(N), f is implementable with
balanced transfer by establishing that condition (8) holds, that is the profile contingent
aggregate incentive payment is (n− 1) type separable.

Consider σπ(N), f (θ) for the profile θ ∈ Θn and consider agent i. Define Σi(N) =

{σ ∈ Σ(N) | σi = n} as the set of orders in Σ(N) such that agent i is last in the order.
We define the “induced” order σπ(N), f (θ−i) ∈ arg minσ∈Σi(N) ∑ j∈N f j(θ j)S j(σ). Given
the profile θ ∈ Θn and any agent i, the relation between the order σπ(N), f (θ) and the
induced order σπ(N), f (θ−i) is as follows:

(29) σ
π(N), f
j (θ−i) =

 σ
π(N), f
j (θ)− 1 if j ∈ P′i (σ

π(N), f (θ)),

σ
π(N), f
j (θ) if j ∈ Pi(σ

π(N), f (θ)).

In words, σπ(N), f (θ−i) is generated from the order σπ(N), f (θ) by moving agent i in
the last position and moving all agents behind him up by one position. Consider the
GP-CM-cut-off based mechanism with transfer (14) and select for any θ ∈ Θn and any
i ∈ N, Gi(θ−i) = (1/(n− 2))∑ j∈N\{i} s j

(
∑k∈Pj(σ

π(N), f (θ−i))
X jk(θk)

)
where X jk(θk) :=

f−1
j ( fk(θk)/sk) sk. Given this selection of Gi(.) functions we get

∑
i∈N

τ
π(N), f
i (θ) = ∑

i∈N
Gi(θ−i)− I(θ)

= 1
(n−2) ∑

i∈N
∑

j∈N\{i}
s j

 ∑

k∈P′j(σ
π(N), f (θ−i))

X jk(θk)

− I(θ)

= 1
(n−2) ∑

i∈N

 ∑
j∈N\{i}

s j

 ∑

k∈P′j(σ
π(N), f (θ))

X jk(θk)

− ∑

j∈Pi(σ
π(N), f (θ))

s jX ji(θi)

− I(θ)

= 1
(n−2) ∑

i∈N
∑

j∈N\{i}
I j(θ)− 1

(n−2) ∑
i∈N

(
∑

j∈Pi(σ
π(N), f (θ))

s jX ji(θi)

)
− I(θ)

=
(n−1

n−2

)
I(θ)− 1

(n−2) ∑
i∈N

si

 ∑

j∈P′i (σ
π(N), f (θ))

Xi j(θ j)

− I(θ)

=
(n−1

n−2

)
I(θ)− 1

(n−2) I(θ)− I(θ) = 0.

Thus, any GP-CM sequencing rule σπ(N), f which is onto is implementable with bal-
anced transfers. �
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