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1 Introduction

A large number of studies in the empirical growth literature in India have studied the growth dynamics of the states by dividing the period into the pre- and post-reform periods (e.g. Bhattacharya and Sakthivel, 2004; Kar and Sakthivel, 2007). The authors argued that it is difficult to think of the dynamics in the pre- and post-reform periods as resulting from the same transition process. While the most of these studies clearly identify different dynamics of the per capita income distribution in the pre- and post-reform period, the method used to divide the entire sample into parts was based on an a priori judgment regarding the historical timing of policy reforms (i.e. 1991) and no statistical method was applied to identify the sub-periods corresponding to different transition processes. Moreover, the historical record of what we know regarding policy reforms in India suggests that the process of gradual liberalization of the economy may have started almost a decade before the comprehensive reforms in 1991 (Panagariya, 2003). Thus, the effect of liberalization in terms of increase in regional polarization (or inequality) may have begun much before 1991. There is also the possibility that the observed trend in the post-reform period might actually date to before 1991 and therefore be related to factors other than the comprehensive economic reforms. 

In this paper, our aim is to identify the points in time within the study period that might have been associated with changes in the nature of the distribution dynamics using a formal statistical technique. We then analyze and compare the nature of the transition processes within the resulting sub-periods with the historical timing of policy reforms in order to identify the relationship between economic reforms and regional income distribution in India.

The empirical growth literature studies long-run growth dynamics of per capita income in a cross-section of regional economies using an approach based on the neoclassical growth framework. This framework assumes that the underlying policy environment remains fairly stable during the period and there is no effect of change in economic policy on the cross-section income distribution. Because of these assumptions, the effect of changes in policy reforms (e.g. liberalization) on the cross-section income distribution cannot be studied in this framework. Although the assumption of a uniform policy environment over time holds more or less for the advanced countries, the policy setting in the less developed countries may frequently be subject to significant changes, which may affect the evolution of income distribution in the short to medium run.

In order to study the shorter periods within a long time sample, the contributions in the empirical growth literature based on either the traditional regression-based method or the distribution dynamics method often adopt an ad hoc procedure in dividing the long time sample into sub-periods e.g. the analysis may be carried out for various decades (e.g. Bandyapadhyay, 2006) or for sub-samples such as pre- and post-reform periods (e.g. Bhattacharya and Sakthivel, 2004; Kar and Sakthivel, 2007).
 However, the ad hoc division of the study period may conceal the major changes and breaks in the dynamics of the distribution over time. In order to understand why the ad hoc division of the sample may hide important features of the dynamics of per capita income distribution, let us consider a decade in which a distribution measure, say, the Gini coefficient has an increasing trend in the initial half and then a declining trend for the rest of the decade. Here, the coefficient of the initial income in a regression of growth rates on initial income for the decade, as measured in growth regressions, may capture only the average trend for the entire decade but fail to signal the actual dynamics. Even the distribution dynamics approach may show almost no change in the distribution. In contrast, let us assume that the trend of the Gini coefficient has been increasing since the middle of the last decade and continuing until the seventh year of the current decade. Now if we take a sample of this episode of increasing inequality (a twelve-year sample - from the middle of the last decade to the seventh year of the present) and study the dynamics of per capita income distribution, the actual dynamics of the distribution will appear more sharply. Thus, if we can divide the study period in such a way that within a particular sub-period the per capita income dynamics follows a particular transition process and represents a uniform distributional trend, separate studies of convergence within such episodes may overcome the difficulties arising from the ad hoc division of the period. 

A different strand of the empirical growth literature studies the economic growth of individual economies over long periods by dividing these periods into different episodes of increasing or decreasing trends in the growth of per capita income. The approach is based on the observation that the growth paths of economies are highly volatile and lack persistence over time, which makes it difficult to study growth trends over long periods using cross-section or panel regressions (Pritchett, 2000).
 Accordingly, the literature concentrates on the turning points in the growth trend of a single economy and tries to find out the determinants of a growth episode around the points of transition from one growth episode to another. The principal contribution of this literature is the recognition that economies frequently transition between high-growth and low-growth regimes (Pritchett, 2000) and between episodes of growth acceleration and deceleration (Hausman et al. 2005, 2006), the growth spells following structural breaks in the time series of growth rates (Berg et al., 2012). 

However, a similar strategy to study shorter episodes within a long time sample is absent in the cross-country or cross-region convergence literature.
 In this paper, we try to develop such a method. Our idea is simple. We argue that the instability and volatility of growth paths (may be due to exogenous policy shocks) are as important for understanding the processes of convergence and divergence across economies as for understanding the growth process in a single economy, the point made by Pritchett (2000). This is because the volatility of growth paths in individual economies may also affect the trend in the cross-section distribution of per capita incomes over time. Thus, the exogenous shocks (e.g. changes in trade policy) that alter the growth path of a single economy in a new direction may also influence the overall cross-section distribution of per capita incomes across multiple economies in the aftermath of such a shock.

In this paper, we apply the approach developed in the growth literature to investigate the dynamics of the distribution of state per capita incomes in India. We argue that like growth episodes, regional per capita income distribution may also display different trends in the presence of instability and volatility of regional growth paths arising due to exogenous shocks. Ignoring these separate distributional trends may produce a misleading understanding of regional income dynamics in general and of the convergence mechanism in particular. Hence, the objective of this paper is twofold. First, following the literature on growth episodes, we try to identify sub-periods with distinct trends in the evolution of regional per capita income distribution in India during the period 1970-2012. We call these shorter periods ‘distribution episodes’. Second, if the distribution episodes are the derivatives of phenomena like a change in policy regime – that change the underlying transition process of the regional per capita income distribution – there is a possibility that we will be able to correlate these events with the distribution episodes. Finally, we try to explain the relationship between the distribution episodes and liberalization measures with the help of the new economic geography (NEG) framework which can directly relate the impacts of liberalization measures on the distribution of regional per capita incomes. 
Now, the most important question is how to identify distribution episodes. Since the distribution episodes are related to the evolution of cross-section distribution of income among the regional economies over a particular period, one way to identify them is to find out the turning points in the trend of a distribution measure (e.g. Gini Index, Coefficient of Variation, Polarization Index etc.) using a test for structural break. Since there are large numbers of such measures, the next problem is how to choose a particular measure. Here, the answer is to choose a measure according to the purpose of the study. For example, an analysis of regional convergence or divergence should use the coefficient of variation (CV) or Gini index or any other measure of inequality to identify distribution episodes. If, as in the present context, the underlying cross-section distribution tends to form clusters around the poles of the distribution over time, polarization index may be a better alternative.
 In this study, we use the time series of the DER polarization index to identify the distribution episodes. 

The current study aims to answer the following questions-  

i. Is it possible to identify separate distribution episodes in the evolution of regional per capita income distribution in India over 1970 to 2012?
ii. If distribution episodes are identified, what are the trends in the distribution of income per capita among the Indian states during those episodes? 
iii. Can the distribution episodes be correlated with the major events (e.g. liberalization) of that time? 
To answer the above questions, the paper is broadly divided into four parts. In Section 2, we discuss the different issues related to the identification of distribution episodes. Here we discuss the method of identification of distribution episodes, present the trends of the DER polarisation index and present the results of the application of the methods of the identification of the distribution episodes in India. The relationship of these distribution episodes with the historical timing of policy reforms in India has been discussed in section 3. Moreover, in this section we tried to explain the trends of polarisation index in different distribution episodes with the help of the NEG literature. Section 4 concludes the paper.
2 Identification of the distribution episodes in India

In this section, we discuss the method to identify the distribution episodes in India using some variation of the Bai-Perron (1998, 2003) structural break test in a time series, the identification of separate distribution episodes and finally the relationship of the distribution episodes with the economic liberalization measures undertaken in India during the last four decades. First, we start with the method to identify the distribution episodes.
2.1 Method for identification of distribution episodes (a modified Bai-Perron method) 
In this section, we discuss the procedure to divide the period 1970 to 2012 into different episodes in the evolution of the per capita income distribution across Indian states. For this, we first estimate the annual values of the DER polarization index using state per capita incomes for the entire period.
 The derived time series of the polarization index is then used to identify the distribution episodes - significantly different trends of per capita regional incomes - by using some variation of the Bai-Perron (BP) method.
 

Chow (1960) provides the classical approach for estimation of a structural break in a time-series regression. In this method, the whole sample is divided into two sub-samples based on an exogenously determined structural break year and the equality of regression parameters in the two sub-samples is statistically tested. A statistically significant difference in the regression parameters of the sub-samples indicates a structural break on the pre-determined year. There are two difficulties – (i) the test can detect only a single structural break year at a time and (ii) the choice of the timing of the structural break is exogenous. 

Bai and Perron (1998, 2003) provide a solution to both the problems by endogenously determining the break years and estimating multiple structural changes in a linear regression framework.
 This is a two-step procedure. Applying their method to the present case, in the first step, the test identifies the maximum number of possible breaks by minimizing the sum of squared residuals with respect to a minimum specified distance between the breaks in a regression of the annual growth rate of the polarization index on the average growth rate of the polarization index. Thus, the break dates in this method are the global minimizers of the sum of squared residuals of a linear regression derived using a dynamic programming algorithm. In the second step, the method uses a sequential test in order to identify statistically significant breaks. The sequential method first assumes a single structural break in the data series and tests for the equality of the regression parameters in the two segments. If the test rejects the null hypothesis of ‘no break’, then the sample is divided into two sub-samples, and the same procedure is repeated for each sub-samples. This sequential method is repeated so long as the test rejects the null hypothesis and identifies another structural break.
Although the BP method can statistically identify structural breaks in a time series, a significant deficiency of this test comes from its limited power. This implies that the test may not be able to detect all the genuine breaks, especially when the series is highly volatile. This is known as the ‘true negative’ problem (Kar et. at., 2013). Bai and Perron (2006) confirm this problem decisively by carrying out some simulation exercises. Other studies (e.g. Jones and Olken, 2008 and Kerekes, 2011) have also accepted this shortcoming of the BP method and pointed out that the set of breaks identified using this method are only a subset of the genuine breaks. Jones and Olken (2008) using a Monte Carlo exercise shows that the BP method in small samples detects only large structural mean changes, the size of which depends on the variability of the underlying series. This implies that when the underlying series is highly volatile the BP test requires a large change in the structural mean in order for the change to be detected as a significant structural break. Thus, the problem with the BP method is that the set of structural breaks identified by this method only be a proper subset of the complete set of actual structural breaks.
In order to identify such structural breaks that have remained unidentified (1988, 1996, 2004) using the BP test, we use another two step method.
 In the first step, we use the first part of the BP method to identify the candidate breaks while in the second step, we use a different criterion along with the BP test. In the second step, along with the BP test, we calculate the structural mean shift during the all the potential structural breaks - differences between the structural means (average trend values) in the parts of the series before and after the possible breaks identified in the first step – and compare the structural mean shifts of the significant breaks with insignificant breaks. If the structural mean shift during an insignificant break is found to be larger than or equal to the structural mean changes during a significant break, it is accepted as a true break. In this way, we attempt to identify large changes in the structural means between different episodes, which might remain unidentified using the BP test due to high variability in the underlying time series.
2.2 Data and the DER polarization index
In this study, we use net state domestic product (NSDP) of 17 major Indian states for the period 1970 to 2012 to estimate the DER polarization index. The NSDP data have been taken from the Central Statistical Organization (CSO) for the period 1970 to 2012 (the base year 2004-05).
 The NSDP data is divided by the corresponding year’s population figure to derive the values of per capita NSDP of the states for the corresponding years.
 State per capita incomes in a specific year have then been used to estimate the polarization index for that year. The annual values of the polarization index have been estimated and stored. Then these values of the index have been used to identify the distribution episodes. For the distribution dynamics of the states, per capita NSDP of each state in a year has been normalized by setting the average per capita output of the states for the corresponding year equal to unity. This normalization ensures that the distribution dynamics ignores the aggregate growth effect and only reflects the state specific (relative) growth effects.

In order to get a preliminary idea about the trend of polarization, we present the estimated annual values of the DER polarization index in Figure 1. The annual values of the DER polarization index for different values of the sensitivity parameter for the period 1970 to 2012 are measured on the y-axis against time, measured in the x-axis. The figure shows three interesting trends. 

First, time series plots of the index for all values of α display an overall increasing trend. 

Second, despite the overall increasing trend, distinct periods of increase and decrease in polarization can easily be observed in all the time series. In order to observe the periods of increase or decrease in the trends of polarization, we place four dotted vertical lines at 1979-80, 1983-84, 1991-92 and 2005-06. This divides the entire period into five sub-periods. In the first sub-period (1970 – 1979), except for α =1, all the trends in the polarization measure is increasing for all values of α. In contrast, during the second-sub period (1979 – 1983), the trend of the polarization index is decreasing for all values of α. Again in the third sub period (1983 – 1991), except for α = 1 all the trends of polarization index increase for all the values of α. In the fourth sub period (1991 – 2005), the trend in polarization index appears to increase even more sharply for all values of α. In the last sub period (2005 – 2012), while the trend of DER (α = 0) and DER (α = 0.25) seems to increase more sharply, the rate of increase of the DER index for rest of the values of α appears to decline. Our preliminary evidence, therefore, suggests that the trend in the DER polarization index may not be monotonic while there may be different distribution episodes present over the period under study.
Figure 1: The DER Polarization index during 1970-2012 estimated for various α
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Source: Author’s calculation based on data from CSO, GOI

We know that as the value of the identification sensitivity parameter increases successively from 0.25 to 1, the value of the polarization index deviates farther and farther away from twice the value of the Gini coefficient (represented by DER (α = 0)).
 This is because the sensitivity parameter increases the strength of the identification component of the polarization index while the alienation component of the index remains unaltered. 

Our third observation is that in the initial years the distance between the polarization index for different values of α and the Gini-coefficient was close to zero but his distance increases steadily in later years. Hence, it can easily be inferred that the effect of a change in the sensitivity parameter on the value of the polarization index is large in the later parts of the period compared to the initial part. Since the sensitivity parameter is related only to the identification component of the index, but the alienation component remains unaffected by changes in alpha, the identification component must have decreased after the initial years so that the polarization increased less sharply for higher values of α.
2.3  INDEX \c "2" \z "16393" Distribution episodes in India
In this section, we try to identify different episodes of increase or decrease during the evolution of the DER polarization index (different trends) in India for the values of the identification sensitivity parameter [image: image3.png]025,05



 and 0.75 applying the method discussed in Section 2.1.
 The DER polarization index is estimated using per capita net state domestic product data for 17 Indian states for the period 1970 -2012 in the last section.  INDEX \c "2" \z "16393" As discussed in section 2.1, the Bai-Perron method can identify multiple structural breaks endogenously in an OLS regression framework following a two-step method. In the first step, the technique determines the maximum number of possible structural breaks while in the second the method tests whether the break points estimated in the first step are statistically significant. 
One of the preconditions for application of the Bai-Perron test (BP) is stationarity of the variables. Thus, in order to check for nonstationarity of the variables augmented Dickey-Fuller (ADF), Philips-Perron (PP), and KPSS test was applied on the time series of growth rates of the polarization index.
 All three tests were carried out including the trend in the data series. The results of the tests confirm that the growth rates of the DER polarization index are stationary. The next task is to select a minimum length or a minimum distance between the break dates for which the structural breaks have to be estimated. There is a trade-off in choosing the minimum length. A large minimum length identifies a fewer number of structural breaks and the true breaks may remain unidentified while too small a minimum length may be unable to distinguish true structural breaks from the structural breaks due to business-cycle fluctuations or noise in the data. As the choice of the length is subjective, the choice has to depend on the purpose of the study. In this study the minimum length has been chosen as eight years following the contributions to the literature on identification of structural breaks in the growth rate of the countries (e.g. Kar et al., 2013; Berg et al., 2012; Jones and Olken, 2008; Kerekes,  2011; Balakrishnan et al., 2007).
 The trimming parameter has been set at 15 percent of the total observations based on the approximate value of the ratio of the minimum distance between the breaks and the total time period as discussed above.

In Table 1, we present the results of the first step of the BP method i.e. the maximum number of possible structural breaks and the corresponding candidate years for the breaks in the growth rate of the DER polarization index.
 The table shows that the series of growth rates of the polarization index has four possible structural break points for all the values of the identification-sensitivity parameter [image: image5.png]


 considered. While the possible years of structural breaks for the growth rates of the DER polarization index for identification-sensitivity parameter [image: image7.png]a =0.25



 and 0.5 are 1979, 1988, 1996, and 2004, the corresponding years for [image: image9.png]a= 075



 are 1979, 1987, 1996 and 2004. Thus, all the possible break years for all the values of the identification-sensitivity parameter [image: image11.png]


 are same except for the second structural break, which is one year in advance in the case of the polarization series for [image: image13.png]a =0.75



 compared to the series for [image: image15.png]a= 025
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The results of the second step of the BP method, i.e. which examines whether the structural breaks identified in the first step are statistically significant, have been presented in Figure 2. In order to visualize the trends of the DER polarization index before and after the structural break identified using the BP method, we present the time profile of the polarization index for values 0.25, 0.5 and 0.75 of the identification sensitivity parameter [image: image19.png]


 along with a vertical line placed at the year of the structural break. The figure shows that the sequential method identifies only one structural break for all three series of polarization index considered in this study. In all the three series, the year of the single structural break of the DER polarization index is identified to be in 1979. Thus, the BP test of the series of the polarization index for values [image: image21.png]0.25,0.5



 and 0.75 of the identification sensitivity parameter [image: image23.png]


 shows two distribution episodes – from 1970 to 1979 and from 1979 to 2012. The figure shows that in the first distribution episode - from 1970 to 1979 - the trend of the polarization index for all three values of [image: image25.png]


 is upward rising. In contrast, in the second distribution episode - from 1979 to 2012 - the overall trend of the polarization index for all the three values of [image: image27.png]


 is increasing but at a slower rate compare to the first distribution episode. 
Table1 1: Identification of maximum possible break dates using Bai-Perron Test

	Identification of Structural Breaks

	DER / Null Hypothesis
	Maximum Number of Possible Breaks
	Statistically Significant Break Years
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	4
	1979, 1988, 1996, 2004
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	4
	1979, 1988, 1996, 2004

	[image: image30.png]DER(a = 0.75)




	4
	1979, 1987, 1996, 2004


Source: Author’s calculation based on data from CSO, GOI

Figure 2: Structural break of the DER polarization index [image: image32.png](fora=0.25,0.5, 0.75)
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Source: Author’s calculation based on data from CSO, GOI
While applying the BP method we identified only one structural break for the series of the DER polarization index estimated for the values 0.25, 0.5 and 0.75 of the identification-sensitivity parameter, the single break detected by the BP method may only be a subset of the complete set of the genuine breaks (see Section 2.1). Thus, there is a possibility that some of the true breaks in these series of the DER polarization index have remained unidentified using the BP test due to the low power of the test. 
In order to identify the true structural breaks, we estimate the values of the structural mean shifts during a structural break using the method proposed in Section 2.1. The values of the structural mean shifts during different candidate structural breaks have been presented in Table 2. The table shows that for the series of the DER polarization index, the structural mean shift during the second structural break (1988) is more than or equal to the structural mean shift during the first structural break (1979) for all values of [image: image35.png]


 (see column under the year 1988 in Table 2). Although the BP method was unable to detect the second break (1988), and because the structural mean change during the second break (1988) is larger than or equal to the change during the significant structural break (1979) in all polarization series, we need to accommodate this break (1988) in the identification of distribution episodes. Thus, according to our subjective rule, there are two structural breaks – 1979 (identified by the BP test) and 1988 (identified by the subjective criteria) – in all the three series.
 Accordingly, we identify three distribution episodes – from 1970 to 1979, from 1979 to 1988, and from 1988 to 2012 - using the subjective criteria as well as the BP test.       
Table 2: Structural mean shift during possible structural breaks
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 = 0.25

	No. of structural breaks
	Structural break dates


	Percentage change in structural means before and after the break years

	
	
	1979
	1988
	1996
	2004

	1
	1979
	-2.56*
	--
	--
	--

	2
	1979, 1988
	-4.45
	2.56**
	--
	--

	3
	1979, 1988, 1996
	-4.45
	3.61
	-1.58
	--

	4
	1979, 1988, 1996, 2004
	-4.45
	3.61
	-2.01
	0.87
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 = 0.5

	No. of structural breaks
	Structural break dates


	Percentage change in structural means before and after the break years

	
	
	1979
	1988
	1996
	2004

	1
	1979
	-1.75*
	--
	--
	--

	2
	1979, 1988
	-3.38
	2.14**
	--
	--

	3
	1979, 1988, 1996
	-3.23
	2.83
	-1.21
	--

	4
	1979, 1988, 1996, 2004
	-3.23
	2.83
	-1.47
	0.53
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 = 0.75

	No. of structural breaks
	Structural break dates


	Percentage change in structural means before and after the break years

	
	
	1979
	1988
	1996
	2004

	1
	1979
	-0.93*
	--
	--
	--

	2
	1979, 1987
	-2.13
	1.58**
	--
	--

	3
	1979, 1987, 1996
	-2.13
	2.05
	-0.74
	--

	4
	1979, 1987, 1996, 2004
	-2.13
	2.05
	-0.84
	0.21


Note: * represents significant structural break by B-P test and **represents accepted structural break by subjective rule.

Source: Author’s calculation based on data from CSO, GOI
The time profile of the DER polarization index for the values 0.25, 0.5 and 0.75 of the identification sensitivity parameter have been presented in Figure 3 along with the vertical lines placed at the years representing structural breaks – 1979 and 1988. The figure shows that for all three distribution episodes, demarcated by the vertical lines placed at the years of the structural breaks, polarization exhibits an increasing trend in the first and third distribution episodes and a decreasing trend in the second.
Figure 3: Identification of structural breaks using subjective method
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3 Relationship of the distribution episodes, economic reforms and NEG 
In this section, we try to establish a link between the timing of distribution episodes with the historic pattern of liberalization policies in the country and the implications of the New Economic Geography literature. First, we discuss the NEG literature and their implications and then discuss the impact of reforms on the distribution of regional per capita income in India in the light of the NEG literature. 
3.1 The NEG literature and the distribution of regional per capita incomes 

There is a large theoretical and empirical literature that discusses the issue of regional inequality within a country using diverse analytical and empirical frameworks. However, most of these studies are not specifically framed to deal with the effect of economic reforms on regional income disparity. For example, the large literature on regional disparity based on neoclassical growth theory completely ignores the role of international trade and globalization.
 The only effect these theories perceive is the increase in the speed of income convergence within the regions of a country - because trade liberalization is expected to increase factor mobility, which in turn brings rapid convergence. On the other hand, traditional trade theory discusses the implications for income inequality but overlooks the consequences of trade liberalization on regional income inequality within a country (Rodrıguez-Pose and Gill, 2006; Rodrıguez-Pose, 2012; Ezcurra and Rodrıguez-Pose, 2013).

A particular strand of the modern trade literature – the new economic geography (NEG) models (Krugman and Livas Elizondo, 1996; Paluzie, 2001; Monfort and Nicolini, 2000; Monfort and Ypersele, 2003; Behrens et al., 2007 etc.) has discussed the consequences of economic reforms on regional disparities. This literature is based on the observation that economic activity in general and industrial activity, in particular, is concentrated in regions that are already developed, leading to large agglomerations. These agglomerations enjoy increasing returns to scale and self-reinforcing growth. The key to understanding this literature is to think of two sets of forces that simultaneously act on large urban centers – forces of agglomeration and dispersion. The former concentrates economic activity in already industrialized regions and the later scatter economic activities across the country. Thus, trade liberalization can affect regional disparity if cross-border access to markets impacts the interaction between forces of agglomeration and dispersion.
 A central question the literature tries to address is to identify how cross-border integration affects the dynamics of the concentration of manufacturing activity across regions in a country. As economic reforms dismantle the restrictions on cross-border trade, the cost of trade can be expected to decline with liberalization. Thus, to sum up, this literature discusses the consequence of declining cost of world trade on the allocation of economic activity across the regions of a country from a theoretical perspective based on the assumption that within country cost of the trade is significantly lower than world trade (Brulhart, 2010).

One of the pioneering studies in the tradition of NEG that analyzes the impact of trade liberalization on regional disparity is Krugman and Livas Elizondo (1996). This theory discusses two sets of forces that act upon industrial agglomerations - centrifugal and centripetal forces. The forces that act to disperse industrial activity from urban centers are called centrifugal forces. These forces are created by urban diseconomies (e.g. crime, congestion, pollution, high land costs in large cities etc.). Centrifugal forces act to reduce regional disparity by spreading industrial activity across regions of a country. In contrast, the centripetal forces attract firms, industries, and workers together to the large industrial centers. The study outlines two such centripetal forces – forward linkages and backward linkages. The forward linkages are created for final goods producers the proximity to markets by the large population of consumers in the cities. The backward linkages are created by the proximity to supplies of inputs and factors, such as labor. Furthermore, these centripetal forces are self-reinforcing, which ensure that as the size of the city grows the attraction also increases due to an enlargement of the market for suppliers and consumers. The enlarged market for suppliers and consumers in the cities, in turn, lead to already existing regional clusters to grow at the expense of other regions that give rise to regional divergence within the country. However, the situation changes completely when the country liberalizes its trade barriers.
 According to Krugman and Elizondo (1996), as trade barriers are opened, the cost of trade with the rest of the world declines, more outputs are bought from and sold abroad. The attraction of centripetal forces - forward and backward linkages - gradually weakens. As the dependence of the industries on domestic sources for demand for commodities and input supplies dilutes, the centrifugal forces dominate the choice of industrial location, and industries disperse from the urban centers – regional inequality declines.
 Therefore, according to Krugman and Elizondo, the opening of trade barriers may result in a reduction in regional disparities by weakening centripetal forces. Behrens et al. (2007) reach a similar conclusion, i.e. trade liberalization reduces regional inequality, in a model incorporating the monopolistic competition as well as immobility of agricultural workers.

In contrast to the above two models which predict a reduction in regional disparities due to trade liberalization, other NEG studies (e.g., Monfort and Nicolini, 2000; Monfort and van Ypersele, 2003; Paluzie, 2001) indicate that trade liberalization may foster internal agglomeration and increase the regional disparity. The main difference lies in the assumptions related to the centrifugal forces. These models do not introduce urban congestion costs and they rely on the original Dixit–Stiglitz representation of preferences. These models follow Krugman (1991), where the intensity of the dispersion force implied by the demand from the immobile agriculture sector producer’s declines faster than the agglomeration forces. Once the dispersal force falls below some threshold, trade liberalization induces agglomeration. Thus, while Monfort and Nicolini (2000) and Paluzie (2001) use this mechanism to reach their conclusion i.e. increase in regional disparity, Krugman and Livas Elizondo (1996) assume a stronger dispersion force than the agglomeration force and reach the opposite conclusion. It is difficult to judge a priori which type of model provides a better representation of reality (Brulhart, 2011). 

The models we have discussed so far assume uniform regions. More realistic models, on the other hand, assume inherently different regions. Generally, heterogeneity of regions involves a difference in access to foreign markets and unequal factor endowments in various regions. The following are the important conclusions in the literature analyzing the case of heterogeneous regions in the NEG framework. 

(i) Trade liberalization induces border regions to grow faster than interior regions (Alonso Villar, 1999). Alonso Villar (1999) assumes two foreign regions and three domestic regions (two border regions and one interior region) with equally costly access to the foreign markets. If foreign regions are large enough and the international trade cost is non-prohibitive, then it is shown that economic activity may agglomerate to one or both border regions instead of the domestic interior region. Thus, this model suggests that in open economies border regions enjoy a locational advantage. 

(ii) If the interior regions are more developed before trade liberalization, economic activity may not relocate to the border regions even after trade liberalization (Brulhart et al., 2004; Crozet and Koenig, 2004). While trade liberalization attracts domestic firms towards border regions to reap the full benefit of improved access to foreign demand, the interior regions may also attract firms to locate away from foreign competitors, where they are relatively protected from the increased foreign supply. An agglomeration of economic activity towards border regions depends on several factors. (a) Whether the border regions are already developed prior to liberalization, (b) Whether the degree of trade liberalization is very large, and (c) Whether the size of the foreign market is larger than the domestic market. 

To sum up, while the prediction of the theoretical models with homogeneous regional economies remains indeterminate about the effect of trade liberalization on regional inequality, the heterogeneous region models provide some predictions about the possible relocation of economic activity in the post-reform period.
3.2 Discussion of distribution episodes on the light of NEG models
Thus, the homogenous region NEG models discussed above suggest that the effect of trade liberalization on the distribution of regional per capita income in India will probably be an increase in regional polarization because the condition in India is close to the assumptions made by Monfort and Nicolini (2000) and Paluzie (2001). 
Thus, in order to appreciate the role of liberalization (economic reforms) on regional income polarization, it is useful, to begin with a brief historical background on import control policies relative to the time profile of the regional polarization index during the three distribution episodes. 

After independence, import control policies were initially relaxed through the expansion of the Open General License (OGL) list, a list of commodities which could be imported without a specific import license. However, this regime of liberalization ended with a foreign exchange crisis during 1956-57. The foreign exchange crisis forced the government to reintroduce comprehensive import controls, which continued until 1966. In that year, India devalued the rupee by 57.5 percent under pressure from the World Bank. This was accompanied by some liberalization of import licensing and reduction in import tariffs and subsidies on export. However, due to intense domestic reaction to the devaluation and other liberalization measures policy took an inward turn almost immediately. By 1968, most of the import control policies were strengthened and liberalization initiatives reversed. In the subsequent years, this regime of import controls were consolidated, a regime which remained intact until the late 1970s. However, by the mid-1970s, as noted by Pursell (1992), a strong domestic lobby of industrialists emerged in support of liberalization of imports of raw materials and machinery. Moreover, there was no counter lobby in case of the raw materials and machinery imports those had no import substitutes in the country. Furthermore, better export performance and remittances from overseas workers in the Middle East increased foreign exchange reserves around this time and instilled confidence in policy makers and bureaucrats to overcome the perpetual fear of a balance of payments crisis. All these factors together in the late 1970s led to the beginning of a process of gradual liberalization of import controls (see Panagariya, 2004 and Pursell, 1992 for a detailed discussion of trade policy in this period).
In contrast to the sporadic attempts at liberalization during the 1960s and 1970s, the liberalization measures during the 1980s were consistent and implemented gradually. Although the prevailing regime of import controls rested on a complex system of licensing it involved no quantitative restriction on imports (Panagariya, 2003).
 During the 1980s, there were three categories of imports: banned, restricted, and Open General License (OGL). Liberalization during the 1980s was achieved mainly through expansion of OGL list along with a reduction in the share of canalized imports, expansion of export incentives through replenishment (REP) licenses, relaxation of industrial controls, and adoption of realistic exchange rates.
 While the gradual liberalization of trade policy began as early as the late-1970s, the changes introduced until the mid-1980s were fairly small (Pursell, 1992 and Panagariya, 2003). The OGL list, however, kept expanding over time. For example, the OGL list only had 79 capital goods during the late-1970s. However, by 1988, 1170 capital goods and 949 intermediate goods were included and by 1990, more than 30% of all imports were incorporated in this list (Panagariya, 2003). 
While liberalization since the late-1970s gradually withdrew trade barriers, there was a declining trend in regional polarization during this period, from 1979 to 1988. The decline in polarization is apparently in contrast to the predictions of the NEG theories discussed above, which suggests that trade liberalization would tend to increases regional polarization in India. This puzzle is resolved once we analyze the trend of effective tariffs rates. Until the mid-1980s tariffs on goods that had been banned or restricted earlier increased (Ghate et al., 2012). Moreover, tariffs on goods listed in the restricted category also increased. Figure 4 reproduces Figure 7 in Ghate et al. (2012) and presents a time profile of effective tariff rates relative to what Ghate and his co-authors refer to as the V-factor – a factor that captures a shift in aggregate economic growth derived using principal component analysis using sectoral level NSDP of Indian states. The figure shows that the effective tariff rates increased sharply between 1980 and 1987 and declined thereafter. This implies that protection became more efficient, but without any increase in overall liberalization (Panagariya, 2003). Thus, while gradual liberalization measures introduced through the expansion of OGL list dismantled trade barriers, the net outcome of an increase in tariffs was initially negative until tariff rates themselves started to fall (Ghate et. al., 2012).
Figure 4: Effective tariff rate and V-factor
[image: image43.emf]
Source: Ghate et. al. (2012)
While the tariff rates indicate a clear-cut and measurable change in policy that allows one to tell a story of change in the scale of liberalization causing changes in the trend of regional polarization, Ghate et. al. (2012) presents a time profile of other trade and non-trade policy indicators, which also support a similar story of effective liberalization during the 1980s. The trend in log openness ratio (exports and imports together as a percentage of GDP) reveals a sharp increase in 1987. The time profile of import duties as a percentage of GDP also exhibits a sharp fall in the second half of the 1980s and displays a time profile very similar to the effective tariff rates presented in Figure 4. We present the trend of the real effective exchange rate (REER) in Figure 5 (see Figure 6 in Rodrik and Subramaian, 2005), which displays a noticeable real depreciation of above 40% during the late 1980s. The figure shows that the decline in export subsidy adjusted REER is even more in 1987 and the timing of the shift is broadly consistent with the time profile of the distribution episodes. Finally, Aghion et al. (2008) point out that a significant relaxation of state controls on the manufacturing sector happened during the 1980s and 1990s in terms of withdrawal of non-trade barriers existing in the form of “License Raj”. Delicensing resulted in a substantial re-allocation of industrial activity from states with pro-worker labor institutions to states with pro-employer institutions. This emphasizes the significance of labor regulations in influencing the course of industrial activity in the country (Ghate et. al., 2012).
Figure 5: Real effective exchange rate, 1968 -2000
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Source: Rodrik and Subramanian (2005) 

Thus, the time profile of effective tariff rates and other trade and non-trade policy indicators broadly matches the time profile of the distribution episodes, which suggests that liberalization had a particularly important role in the emergence of the distribution episodes. While the effect of liberalization during the second distribution episode may have been moderated by the increase in tariff rates, the decline in tariffs along with other trade and non trade barriers since the late-1980s may have been instrumental in monotonically increasing regional polarization from the beginning of the third distribution episode (1988 to 2012). Thus, the time profile of regional polarization index in India from 1970 to 2012 is well explained by the history of economic reforms in the country and the new geography framework that assigns a significant role to liberalization in the evolution of regional polarization.
4 Conclusion

The empirical growth literature that discusses the distribution of regional per capita income has evolved based on the neoclassical growth framework. One of the important assumptions of this framework is the uniformity of the underlying policy environment i.e. the policy framework governing the economy remains more or less stable over time. Because of this assumption, the studies based on traditional regression-based approach investigates only long-run dynamics. While this assumption holds reasonably well in cases of the advanced countries, the policy environment in the developing countries is often found to change frequently. Moreover, in response to the policy shocks, the distribution of regional per capita incomes also changes more often in the short to medium run. Although the regional per capita income distribution has been found to change in response to policy shifts, the traditional regressions-based approach or distribution dynamics approach largely ignores these short-run dynamics assuming them to be temporary phenomena. In contrast to the neoclassical growth models, the new economic geography models study the impact of policy reforms (e.g. liberalization) on the distribution of regional per capita incomes. While based on the implications of the NEG models, some of the studies have argued that regional polarization in the post-reform period has increased in response to liberalization in India, the division of the period into pre- and post-liberalization periods was subjective, based on the dates of formal announcement of economic reforms and the initiation of major and comprehensive reform measures. No statistical technique was used to divide the period. In this paper, we tried to build a technique to study regional per capita income distribution in the short to medium run that can capture the impact of policy changes. We refer to these distinct shorter periods of evolution in regional per capita income distribution as distribution episodes.       

In order to identify distribution episodes, we applied the Bai-Perron (1998, 2003) structural break test to three-time series (each for the period 1970 to 2012) of the DER polarization index corresponding to the values 0.25, 0.5 and 0.75 of alpha, the identification sensitivity parameter. The test revealed two distinct distribution episodes – from 1970 to 1979 and from 1979 to 2012 - in the evolution of all three series of polarization index. However, a well-known deficiency of the BP test suggests that in the presence of high volatility of the series the test may fail to detect a complete set of genuine structural breaks. In order to overcome the deficiency of the BP test, we used a subjective criterion along with the BP test. In addition to the breaks identified using the BP test, we accept such possible structural breaks where the value of the structural mean change before and after the break is more than or equal to the change in structural mean during a significant break. In this way, we were able to identify two structural breaks and three distribution episodes in all three series of the polarization index. The dates of the structural breaks were identified as 1979 and 1988. Accordingly, we found three distribution episodes – from 1970 to 1979, from 1979 to 1988, and from 1988 to 2012. While in the first episode (1970-1979) the trend of regional polarization is found to be increasing, the trend of regional polarization in the second distribution episode (1979 to 1988) largely declined. During the third distribution episode (1991-2012), the trend of regional polarization was again sharply increasing. We further found that the division of distribution episodes and the trends of the regional polarization during these episodes are largely consistent with the history of economic reforms in the country and the predictions of the NEG framework. 
The trend of the polarisation measures during different distribution episodes is found to be largely consistent with the time profile of effective liberalization in the country and the predictions of NEG models. The historical account of what we know about the timing of economic reforms in India suggests that gradual liberalization of the economy through dismantling import controls had started since the late-1970s. However, the increase in tariffs and real effective exchange rates during the initial years of these reforms limited the positive effect of the withdrawal of import controls. Because of the increase in effective tariffs and real effective exchange rates, effective liberalization declined instead of increasing between the late-1970s and the late-1980s. However, since the late-1980s tariff rates and effective exchange rates began to decline, which increased effective liberalization from the late-1980s onwards (Ghate et al., 2012). Therefore, the NEG models and the story of effective liberalization in the country as discussed above suggests that during the first and second distribution episodes trends in regional polarization were to a large extent independent of the forces in the international economy while in the third distribution episode regional polarization increased due to liberalization as the global economy came to play a larger role in determining regional economic performance. Our results from the analysis of the trend of regional polarisation within the three distribution episodes, therefore, indicate that the predictions of the new economic geography models discussed above, holds reasonably well in case of India. 
Appendix 1: Duclos, Esteban and Ray (2004) Polarisation Index

The concept of polarization has been introduced into economics literature during the early 1990s with the conceptualization and measurement of some polarization indices (e.g. Esteban and Ray (1994), Foster and Wolfson, 1992). Since then a large body of empirical and theoretical literature has evolved using different conceptual and theoretical approaches (Esteban and Ray, 1999; Anderson, G., 2004; Duclos, Esteban and Ray, 2004; Esteban, Mayoral and Ray, 2012; Esteban and Ray, 2011; Woo, 2005).The literature on polarization measures can broadly be divided in two categories viz. measures based on the number of population groups considered in the distribution and the measures based on the nature of the variables considered defining the population groups. 

The polarization measures based on the number of population groups in the distribution can also be divided into two groups. The first group of polarization measures, called bi-polarization measures, assumes that there are two large groups in the population, one situated below the median and the other above the median of the distribution. Polarization is higher when these groups are more homogenous and the distance between the groups increase (Foster and Wolfson, 1992). The other class of polarization measures assumes an arbitrary number of groups in the distribution. They are based on a framework, which has its pillars in the twin concepts of alienation (distance between the groups) and identification (within group homogeneity). According to this framework, individuals with dissimilar attributes (say, income) belong to different population groups and feel a sense of alienation towards the members of the other group. Thus, alienation increases with the increase in average income distance of two different income groups. On the other hand individuals feel identified with persons who share similar attributes (say, income). Identification increases with the number of persons in the same group.
 Hence, the sense of antagonism due to alienation increases even more when coupled with increased identification. The resultant of these two forces is “effective antagonism” in a society, which is proportional to polarization (Esteban and Ray, 1994 and Duclos, Esteban and Ray, 2004).
 Thus, polarization increases with the increase in effective antagonism in the society. Depending on the interactions between identification and alienation, polarization is described as increasing or decreasing.
 These two classes of polarization measures, though evolved independently, share some common properties (Esteban, 2005). First, polarization is concerned with the formation and disappearance of groups in the distribution and hence, the existence of only one group will represent a little polarization. Second, polarization increases as the distance (inequality) between the groups increases. Third, polarization rises when the groups become more equal internally. 

Similar to the measures based on the number of population groups in the distribution, the polarization measures based on the nature of the variables considered can also be classified into two categories viz. polarization by characters and pure income polarization (Gasparini et al., 2006). In the first category, population groups are defined by ethnicity, religion, geographical regions, etc., whereas in pure income polarization, groups are formed on the basis of income only. Individual units form groups with other individual units having similar levels of income. In this study we deal only with the second group of polarization measures, i.e. pure income polarization. 

Esteban and Ray (1994) axiomatically derived the polarization index based on the “identification-alienation” framework. The intuitive idea behind the “identification-alienation” framework is very simple. As in the context of inequality, polarization is associated with the alienation that individuals and groups feel toward each other. But the alienation is enhanced by notions of within-group identity. As within-group identification increase polarization increase even when inequality remains unchanged. Although analytically compelling, in practice, the index was of limited use due to its applicability to discrete distributions only. The index was extended to the case of continuous distributions by Duclos, Esteban and Ray (2004). They redefined the axioms of “identification-alienation” framework to construct a polarization index for continuous variables. In the rest of this section we discuss the axiomatic measure of polarization provided by Duclos, Esteban and Ray (2004) (henceforth DER) in case of continuous variables. 
The domain we consider is the class of all continuous (unnormalized) densities in[image: image46.png]


. The integrals of such densities correspond to various population sizes. Let [image: image48.png]


 be such a density function. We are interested to measure the polarization [image: image50.png]


 of the density function[image: image52.png]
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. For this we have to describe the notions of “alienation” and “identification” for each individual with income located in the support of the density function. 

We assume that an individual situated at [image: image56.png]


 feels alienation towards another individual situated at [image: image58.png]


. The alienation felt by the individuals is monotonic in distance [image: image60.png]lx =l



. While the alienation described here is similar to the concept of alienation discussed in the inequality measures, DER assumes that the alienations to be transformed into effective voice, action, or protest (effective antagonism), the individuals in the society need to identify with the others in the society. DER assumes that an individual located at income [image: image62.png]


 experiences a sense of identification that depends on the density of individuals situated at [image: image64.png]
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.

Following Esteban and Ray (1994), DER presents the effective antagonism as a nonnegative function[image: image68.png]T (i, a)
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is increasing in its second argument[image: image76.png]
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. This latter assumption says that the sense of alienation of an isolated individual has no effect on the degree of polarization.
 Instead, the alienation felt by groups is more important for effective antagonism in the society. Polarization in this sense is the sum of all effective antagonisms. Therefore, polarization can be written as:
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The above equation represents a class of polarization measures under identification-alienation framework. To identify a useful functional form for the above polarization measures, DER outlines a set of axioms. 

The axioms are based on the concepts of basic densities and some basic operations. The basic densities are unions of one or more very simple densities[image: image82.png]


, which are unnormalized (by population), symmetric and unimodal, and have compact support.

The basic densities can undergo basic operations like population rescale, slide, income rescale, squeeze etc. The basic density [image: image84.png]


 can be population rescaled to any population [image: image86.png]


 by simply multiplying [image: image88.png]
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 to arrive at a new distribution [image: image92.png]of



 (unnormalized). Similarly, a basic density can experience a slide. A slide to the right by [image: image94.png]


 is just a new density[image: image96.png]
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 and a slide to the left by x is just a new density [image: image100.png]RO = f(r +2)



. Likewise, a basic density [image: image102.png]
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 can be income rescaled to any new mean [image: image106.png]


 that can be written as: [image: image108.png]9(x) = LF ()



 for all x. The above operations maintain symmetry and unimodality. Thus the properties of basic densities remain intact. 
There are two more concepts that need to be understood to conceptualize the DER axioms - “root” and “shape”. The root of a basic density is the collection of basic densities in the same element of partition bring about by a set of slides and scalings. We can transform any basic density to its root by a set of scaling and slides.
In contrast, the “shape” of a basic density is a quality, which cannot be changed by any basic operation. Thus, while two different roots vary in "shape”, but shape cannot be varied.
Finally, another concept used for the axiomatic derivation of the DER polarization index is “squeeze”, which can be defined as follows. Let [image: image110.png]


 be any basic density with mean [image: image112.png]
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 is a quantity lie in (0, 1]. A [image: image116.png]
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 is a transformation that can be written as follows: [image: image120.png]
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 -) squeeze is a special kind of mean-preserving reduction in the spread of [image: image124.png]


. This operation concentrates more weight on the global mean of the distribution and truly collapses a density inwards towards its global mean. Based on the concept of the basic densities and basic operations as described above DER imposes four axioms on the polarization measure (12).

Axiom 1: If a distribution is composed of a single basic density, then a squeeze of that density cannot increase polarization.
As a squeeze compress any basic density to its global mean, the axiom implies that a squeeze of the distribution will not increase polarization. Figure 1 represents the effect of a single squeeze on a basic density. There are two impacts of a single squeeze on the basic density. First, the alienation between the individuals decreases. Secondly, the identification among the individuals situated centrally increases. Therefore the axiom implies that the positive impact of increased identification on polarization must be offset by a negative effect of reduced alienation.
Figure 2.2.3: A Single Squeeze Cannot Increase Polarization.
[image: image125.emf]
Source: Duclos, Esteban and Ray (2004)

Axiom 2: If a symmetric distribution is composed of three basic densities with the same root and mutually disjoint supports, then a symmetric squeeze of the side densities cannot reduce polarization.
To understand axiom 2, let us consider an initial situation composed of three disjoint densities all sharing the same root, and the situation is completely symmetric, with densities 1 and 3 having the equal total population and with density 2 exactly midway between densities 1 and 3 (see Figure 4). Therefore the axiom argues that a "local" squeeze must not reduce polarization. This type of local squeeze may reduce inequality, but must not reduce polarization. Thus axiom 2 explicitly differentiates the measurement of polarization from inequality measurement.
Figure 2.2.4: A double squeeze cannot lower polarization
[image: image126.emf]
Source: Duclos, Esteban and Ray (2004)

Axiom 3: If we consider a symmetric distribution made up of four basic densities with disjoint supports, then a move of thecentre distributions towards their outer neighbors, while keeping the supports disjoint should increase polarization.

Axiom 3 is illustrated in Figure 5. There are four basic densities with mutually disjoint supports and all sharing same roots. In this case if the centre distributions move towards the outer distributions as shown in Figure 5, polarization will increase. This is similar to a special case of club convergence, when the population moves toward the poles vacating the middle of the distribution.
Figure 2.2.5: A symmetric outward slide must raise polarization
[image: image127.emf]
Source: Duclos, Esteban and Ray (2004)

Axiom 4: If P(F) > P(G) and p > 0, then P(pF) > P(pG), where pF and pG represent (identical) population scaling of F and G, respectively.

This axiom is a simple population-invariance principle. It suggests that if one situation exhibits greater polarization compared to another, it must continue to do so if populations in both situations are scaled up or down by the same amount, leaving all (relative) distributions unchanged.
According to DER, a measure P, as described in (12), satisfies Axioms 1 to 4, if and only if it is proportional to -
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, the above equation collapses to Gini-coefficient. As [image: image141.png]


 becomes larger in the range 0.25 to 1, the identification among the group members’ increase and the polarization measure departs farther and farther away from a inequality measure. As the value of [image: image143.png]


 determines the extent to which the polarization measure is differentiated from the Gini index, it is known as polarization sensitivity parameter. The polarization measure represented by equation (13) depicts a particularly sharp characterization of the class of polarization measures that satisfy the axioms and the identification-alienation structure. There are many such polarization measures which satisfies the axioms, but not the identification-alienation structure. Thus the axioms as well as the identification-alienation structure both play important roles in pinning down our functional form. 

Therefore, the fundamental hypothesis underlying the analysis is that polarization is determined by the interaction of two forces: identification that an individual feels with one's own group and alienation with the others. As discussed, the axioms provide a particular functional form to the interaction between these two forces. But, when comparing two distributions, as we want to study in this chapter, which distribution should we anticipate to exhibit the greater polarization? The informal answer provided by DER is that this should depend on the specific contributions of alienation and identification and on their joint co-movement. Increased alienation is connected with an increase in income distances. Increased identification increases the homogeneity of the groups, i.e., the already highly populated regions in the distribution turns out to be even more populated at the expense of the less populated regions. When taken jointly, these effects may strengthen each other, or they may offset each other. Undeniably, it is not possible to move these three factors independently. Because the three factors - identification, alienation and their covariance - are the byproducts of the distribution. 
DER tried to establish a relationship between these factors. To understand the relationship, first we have to normalize all incomes by their mean to make the results scale free. Now, fix a particular value of [image: image145.png]
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We know the alienation between two individuals with incomes  [image: image163.png]
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This equation clearly shows a relationship between average identification, average alienation and the covariance between them. In this chapter, we use equation (16) to estimate the values of polarization and their components. In the next section, we discuss the application ofthe distribution dynamics method in the context of regional inequality using net state domestic product data of the Indian states.
Appendix 2: Bai-Perron (1998, 2003) structural break test

Let us assume that [image: image191.png]


 denotes the annual growth rate of the DER polarization index derived from the relative per capita income of the Indian states for a particular year [image: image193.png]
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 is the mean (average) growth rate of the polarization index during a distribution episode[image: image197.png]
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 a disturbance term. The assumed data-generating process is of the following form:
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For the time being let us assume that the number of structural breaks in the time series of the DER polarization index is known and contains [image: image202.png]


 structural breaks, which implies[image: image204.png]m+ 1



distribution episodes. The breakpoints are indicated as[image: image206.png]


.Here, the actual break that starts the distribution episode [image: image208.png]
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) take place only at[image: image212.png]
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.The minimum distance between any two consecutive break points is kept as [image: image216.png]


 years. Therefore, the total sum of squared residuals for the m-partition [image: image218.png]


 of the time series is given by
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The estimated breakpoints[image: image221.png]


 are chosen in a way that [image: image223.png]


is minimized subjectto the minimum distance h between any two consecutive distribution episodes. Thus, the break point estimator is a global minimizer of the objective function and can be identified by a dynamic programming algorithm based on least squares residuals. Given a matrix that contains the sum of squared residuals for every possible distribution episode in the data, the optimal partition of the time series can be obtained by solving the following recursive problem:
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 denotes the sum of squared residuals related with the optimal partition of the time series containing r breaks and using the first n observations, [image: image228.png]SSR(j +1,T)



 in the right-hand side denotes the sum of squared residuals obtained from a partition starting in [image: image230.png]j+1



 andcontinuing until T. The procedure starts by assessing optimal one-break partitions of the time series. In this case, the earliest possible break date is period [image: image232.png]


and the break has to occur latest in the [image: image234.png](T —h)



-th observation. This is to accommodate the minimum length [image: image236.png]


 of a distribution episode. These optimal one-break partitions are stored. Then, for a two-break partition, the earliest possible ending date of distribution episode 2 is [image: image238.png]2h



, whereas the latest permissible ending date is again [image: image240.png]


. Foreach permissible ending date of episode 2, the method determines the minimum sum of squared residuals that can be achieved by introducing any one of the optimal one-break partitions in the series. This search will continue sequentially until the maximum [image: image242.png]


breaks allowed by the researcher are found.

Note that the recursive procedure described above determines the optimal breakpoints only when the total number of break points in the time series is known a priori. However, it is necessary to identify the unknown number of break points. Therefore, we need to use test statistics that can help to derive the true number of break points. This is the second step in the Bai-Perron method. Bai and Perron (1998) recommend using the [image: image244.png]sup Fr (I +1|1)



test, which tests the null hypothesis that the time series contains[image: image246.png]
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 breaks. The approach is based on the estimation of the[image: image250.png]sup Fr
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test statistic depends on the number of break points and on the ratio [image: image254.png]
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Suppose that in the first step of Bai-Perron method we find[image: image264.png]


number ofbreak points and[image: image266.png]1+1



 distribution episodes in the time series. The [image: image268.png]sup Fr (I + 1|1)



 test continues by testing each distribution episode for the occurrence of another structural break. Hence, a new structural break is introduced in each of the[image: image270.png](+1)



 distribution episodes and the resulting statistic for [image: image272.png]


is estimated. Then the overall maximum value among the resulting [image: image274.png](1+1)



 values of the test statistic is selected and compared with the critical values presented by Bai and Perron (2003). A sufficiently large test statistic indicates that introduction of an additional break point may significantly improve the fit of the model. The test starts with [image: image276.png]


. The number of breakpoints is then increased sequentially until the [image: image278.png]sup Fr (I + 1|1)



 test fails to reject the null hypothesis of [image: image280.png]


 breaks.

An alternative procedure to identify the number of genuine breaks is to use Bayesian Information criterion (BIC). The BIC-criterion performs reasonably well in the absence of serial correlation. However, it tends to opt for too many breaks in the presence of autocorrelation (Bai andPerron, 2003).

Berg, Ostry, and Zettelmeyer (2012) use the so-called double maximum test. The double maximum test proceeds with the null hypothesis of no structural break versus the alternative of an unknown number of structural breaks until an upper bound of [image: image282.png]


is reached. In this case, the asymptotic test statistic depends on the [image: image284.png]sup Fr (I + 1|1)



statistic. Besides, the testing procedure is similar to that of the [image: image286.png]sup Fr (I + 1|1)



 test. Berg, Ostry, and Zettelmeyer (2012) apply the double maximum test in each episode in place of applying the [image: image288.png]sup Fr (I + 1|1)



-test.They continue introducing an additional break into the tested distribution episode so long as the null hypothesis of no break is rejected. The advantage of the procedure is that it can identify more break points than the [image: image290.png]sup Fr (I + 1|1)



 procedure. This is because in this method the value of sum of squared residuals can be reduced quickly by adding additional breaks.

Bai and Perron (2004) in a recent study compare the adequacy of different testing procedures discussed above in finite samples in the presence of autocorrelation and heteroscedasticity using simulations. While the result shows that the BIC works reasonably well in the absence of autocorrelation, they prefer a sequential method. Bai and Perron (2004) recommend the use of the double maximum test first in order to determine the presence of at least one break point, and then the application of the [image: image292.png]sup Fr (I + 1|1)



-test to identify the actual number of breaks. This method is recommended because the power of the double maximum test is approximately equal to the power of a test of no breaks against the alternative hypothesis indicating the true number of breaks. In contrast, when the true number of breaks area priori known, the [image: image294.png]sup Fr



-test is a better method. In this chapter, we use the sequential test to identify distribution episodes.
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� The fluctuations in the cross-section income distribution have generally been looked upon as temporary due to business cycles.


� Sometimes the long periods are divided based on other criteria such as a visible change in policy paradigm like introduction of structural reform measures in a country, which was following an import substitution policy. In Chapter 3, we followed a similar strategy by dividing the entire sample into pre-reform and post-reform periods.


� See, Pritchett (2000), Kereckes (2011), Housman et. al (2005, 2006), Berg et al (2012), Kar et al (2013) among others.


� This may be due to the assumption of uniform policy environment during the entire period. While this assumption hold reasonable well for the advanced countries, the policy environment of the developing countries may change often, making the cross-section income distribution unstable.


� This is because the effects of exogenous shocks may vary across economies.


� A large number of studies on regional per capita income distribution in India have shown the presence of club convergence or polarization of state-level income distribution.


� See Appendix 1 for the estimation of the DER polarization index.


� See Appendix 2 for the Bai-Perron method of identifying structural breaks in a time series.


� The discussion of Bai-Perron method is based on Kerekes (2011) and presented in appendix 2.


� See Kar et at (2013), for a similar but slightly different procedure to identify structural breaks in a time series.


� Per capita NSDP of Indian states during the period are available in different base years. We converted these per capita incomes in series with different base years to a common base year (2004-2005) series using simple method of splicing. This data set has several problems, including different methods of estimation of per capita income in different states and is not strictly comparable. Additionally, some of the sectors have a negative output (NSDP) which is unusual. To deal with these problems, the sectoral data has been added to get the total Net State Domestic Product.


�The population figures of the states are available from census on decadal basis. The population figures for the interim years have been derived based on the decadal figures. 


�The value of the DER polarization when α = 0 is equal to twice the value of the Gini coefficient.


� We have taken the DER polarization index for � QUOTE � ��� and 0.75 only. The DER polarization index for the extreme values of the identification sensitivity parameters such as � QUOTE � ��� and 1 are not considered. 


� ADF test is based on the null hypothesis that the underlying series is non-stationary and rejecting the hypothesis based on a parametric auto-regressive process. The Philips-Perron is a non-parametric approach based on the same null hypothesis, while the KPSS test is based on the null hypothesis of stationarity of the variable and accepting the null. The practice in the literature is to test with all these three approaches in order to ensure robustness of the result.


�We repeated the exercise by increasing the minimum length up to 10 years. However, results of the structural breaks test remain almost the same. Only some of the structural breaks shifted a year when the minimum length has been increased by a year.


� For Bai-Perron test we use the Stata code developed by Kerekes (2011). 





� The break dates of the DER polarization index for the value of identification sensitivity parameter � QUOTE � ��� are found to be 1979 and 1987 using our subjective criteria and the BP test.


�According to neoclassical growth theory, if capital and labour is substitutable and technological progress is exogenous, a region having a low capital labour ratio will grow faster than another region, which is relatively abundant in capital during transition to the steady state. In contrast, the economies in the steady state will grow at an identical growth rate determined by the growth rate of exogenous technological progress. Thus, the regions that have a similar aggregate production function will converge in terms of income levels. In this framework the growth rate of an economy is negatively related to the capital labour ratio of a region within a country, i.e., a region start with lower capital labour ratio will grow faster (e.g. Barro and Sala-i-Martin, 1992; Barro and Sala-i-Martin, 1995 for US states and Japanese prefectures; De la Fuente, 2002 for Spanish regions; Juan-Ramon and Rivera-Batiz, 1996 for states of Mexico; Sachs and Warner, 1996for provinces of China).


�These studies have noted that trade liberalization and globalization enhances economic performance and national welfare.


� Krugman (1991), in one of the pioneering studies in this tradition, termed these forces as centripetal and centrifugal forces.


� As trade between countries is liberalized, the cost of trade with the rest of the world declines. Thus, declining cost of trade imply increasing openness.


� For example, the initiation of economic reform measures in India from the early 1990s onward represents a switch from a more import-substituting model of development towards a more export orientated approach.


� In this model, the strength of the centrifugal forces is assumed to be independent of the external trade costs. As a consequence, a threshold of trade openness can be imagined beyond which the centrifugal forces dominates the centripetal forces, and regional inequality declines.





� Liberalization could be achieved by withdrawing controls on imports without announcing any policy change. India chose this route initially in the 1980s.


� See Joshi and Little (1994), Panagariya (2003) and Pursell (1992) for a detailed historical account of liberalization measures during this period.


� Persons with similar income belong to a particular income group. Increase in the number of persons in that group is similar to the increase in homogeneity within a group.


� The meaning of the term antagonism is hostility or friction. The term ‘effective antagonism’ has been used to capture the sense of hostility or friction between the groups enjoying different amount of a particular attribute (say, income). Due to the difference in holding of a particular attribute persons of different groups may feel a sense of antagonism towards one another. The antagonistic felling towards the members of another group is fuelled by the increase in homogeneity (identification) of a particular group. This is because increasing homogeneity of a particular group adds to the antagonistic felling towards members of another group.


� Identification or alienation may act in the same direction or in the opposite direction.


�Though the alienation felt by an isolated individual may be important in a particular context, but have not been considered in DER.


� Symmetry has been defined as � QUOTE � ��� for all � QUOTE � ��� where � QUOTE � ��� is the mean.  Unimodality implies that � QUOTE � ���is nondecreasing on [0, m].


�For example a basic density with mean 1 and support [0, 2], with population size set to unity contains a root.








21

[image: image299.png]0.75




[image: image300.png]0.75




[image: image301.png]flm —x) = f(m +x)



[image: image302.png]flm —x) = f(m +x)



[image: image303.png]x € [0,m]



[image: image304.png]x € [0,m]



[image: image305.png]


[image: image306.png]


[image: image307.png]


[image: image308.png]


