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1 Introduction

Revenue management is the optimal pricing strategy practised in many industries like the

airline pricing, pricing of tickets for packaged tours etc. There are two broad features of

revenue management pricing that makes it di¤erent from other dynamic pricing problems.

First, there is a �xed quantity of good that the seller can sell. Second, that there is a �xed

deadline after which the good becomes obsolete. When an airline company prices tickets for

passenger seats, it has to sell the tickets before the actual date of �ight. The seller cannot

bargain inde�nitely with the buyers to sell the good.

Since the buyers�valuations of the good are private informations, the seller uses prices

he sets in di¤erent periods to optimally price discriminate among di¤erent possible buyer

types. The buyers make a strategic choice on whether to buy at the current price, or wait

longer for the price to eventually decrease in future. If they reject, the seller updates his

belief about the buyer types and sets price accordingly in the next period. This describes

the dynamics of a revenue management pricing problem.

One common feature that can be observed in the buyers�purchase behaviors is purchase

delay. There can be two broad reasons for purchase delay :

a) Strategic : Consumers delay purchases anticipating a lower price in future. Although

most part of the revenue management literature assumes buyers to be myopic, Hörner and

Samuelson (2011) introduced �strategic buyers�into the revenue management literature.

b) Behavioral : This might be due to some consumer inertia. This behavioral issue

of purchase delay is neglected in the revenue management literature. This paper models

purchase delay by introducing �time-inconsistent�buyers into the literature.

Standard revenue management literature assumes that the buyers are time-consistent.

However, past empirical evidence suggests that economic agents are often time-inconsistent.

Time-inconsistency is modelled in the literature with hyperbolic discounting where the rel-

ative discount factor between any two periods is di¤erent in di¤erent periods. This is in

contrast to geometric discounting, where the discount factor between any two periods re-

mains the same.

This paper introduces time-inconsistent buyers into the revenue-magement literature and

shows that the pricing strategy for the revenue-management �rm should change if it assumes

that the buyers are time-inconsistent. Della Vigna and Malmendier (2004) shows that if

the seller knows that the buyers are time-inconsistent, the seller may want to exploit the

information in his pricing strategy.

Strotz(1956) and Phelps and Pollak(1968) introduced hyperbolic discounting into the

literature. A variant of the model in the discrete time case, called the quasi-hyperbolic dis-
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counting, was introduced by Laibson(1997) and O�Donaghue and Rabin(1999, 2001). 1 Ex-

perimental studies like Thaler(1981), Benzion, Rapoport and Yagil(1989), Chapman (1996)

and Chapman and Elstein(1995), support the existence of hyperbolic discounting.

Though there is enough empirical evidence of time-inconsistent behavior of economic

agents, this aspect has been neglected in the revenue management literature. Our paper

shows that when the buyers are time-inconsistent, and if they are not aware of that, then

the optimal price path for the seller is �atter than the path predicted by the earlier literature.

If the buyers wrongly assume that they will be more patient in future, they are less eager to

accept the current price. This hurts the seller. So in order to make them buy earlier he has

to lower the prices in the earlier periods a relative to that in the later periods. This makes

the price path �atter than the time-consistent price path.

For other assumptions, we follow Hörner and Samuelson (2011). The standard revenue

management literature assumes buyers as myopic (Talluri and van Ryzin, 2005). In reality,

however, buyers are strategic because they often decide whether to buy now or in future.

Hörner and Samuelson(2011) introduced strategic buyers into the revenue management lit-

erature. Our paper follows closely to that assumption.

Since a seller who does not have commitment power is tempted to lower prices in sub-

sequent periods in order to make the buyers accept, this is similar to the durable-goods

monopoly literature and Coase conjecture ( Ausubel and Deneckere, 1989 and Gul, Sonnen-

schein and Wilson, 1986), but the durable goods literature di¤ers from the revenue manage-

ment literature in its in�nite horizon setting, and also in the fact that in a durable-goods

literature there is no scarcity of goods. In our model the deadline imposes a commitment

on the seller. Thus the seller in our model, even if he is in Coasian dynamics, violates Coase

conjecture, i.e. the price never equals the marginal cost even if we allow the time interval

between price revisions to be close to zero.

The main contribution of our paper is the introduction of time inconsistent buyers in

a revenue management literature and examination of its e¤ects on the pricing strategy of

the seller. There has been some earlier work in the literature in applying time-inconsistency

into di¤erent models on bargaining and Coasian dynamics (Sara�dis, 2006, 2005). Although

Sara�dis (2005) studies inter-temporal pricing under time-inconsistent behavior, their model

deals with only one buyer. In our model, the force of buyers�competition acts against that

of time-inconsistency. We show that with large enough buyers, the model coincides with the

time-consistent buyer model.

Our paper also contributes to the growing literature on dynamic mechanism design.

Although most of the literature deals with situations where the mechanism designer can pre-

1Whenever we mention hyperbolic discounting in this paper, we shall more technically mean quasi-
hyperbolic discounting, since our model is in the discrete time case.
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commit to the entire path of mechanism, called dynamic mechanisms with commitment,2

there is only a small body of literature on dynamic mechanisms without commitment. With-

out commitment literature assumes that the mechanism designer has limited or no commit-

ment, and his strategy is sequentially rational. Skreta (2015), Hörner and Samuelson (2011),

Banerjee (2017) are some examples. Our paper contributes to this branch of the literature.

It shows the e¤ects of time-inconsistency on dynamic price mechanisms.

2 The Model

We consider a general T-period dynamic game where the seller posts take-it-or-leave-it prices

for the sale of one unit of an indivisible good to n buyers, where n � 2. The good is consumed
at the end of the T periods after which it becomes valueless. So, the seller has to sell the

good within these T periods. We denote time period t as the number of periods remaining in

the game. In this T�period set-up, the �rst period is denoted by T and likewise, t = T � 1
denotes the next period while t = 1 is the last period.

The timeline for the game is as follows : In each period t; the seller announces a price

pt 2 R, and the buyers simultaneously decide whether to accept or to reject the price. If only
one buyer accepts the price, the game ends and the good is given to that buyer at price pt:

If more than one buyer accept, then the good is randomly allocated to one of the accepting

buyers at the announced price. If no one accepts the good, the game moves to the next

period t� 1:
Each buyer draws his private valuation v independently and identically from a known

distribution F with support [0,1] : A buyer with valuation v who gets the good, derives a

payo¤ (v � p): The seller�s valuation is the price p at which the good is sold.
The non-trivial history ht 2 Ht is the history at period t where the game does not end

e¤ectively: A behavior strategy of the seller f�tSgTt=1 is a sequence of prices pt which maps
from the history to a probability distribution of prices. A behavior strategy of a buyer

i ,f�tig3t=1 is a map from his type, history of prices, and current price to a probability of

acceptance, i:e: �ti : [0; 1]�Ht �R! f0; 1g:
The seller�s optimization problem at each time period t is the following:

Maxpt�t(vt) =Maxpt [(1� (
F (vt)

F (vt+1)
)n)pt + (

F (vt)

F (vt+1)
)n�t�1(vt�1)]:

If the good gets sold at period t, he gets a payo¤ of pt: This happens if any of the buyers

accept the price pt:In the event that the good gets unsold, i.e., when none of the buyers

2For example, see Board and Skrypacz, 2010, Gershkov and Moldovanu, 2010, Pai and Vohra, 2009,Pavan,
Segal and Toikka, 2009 etc.
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accept the price, the game moves on to the next period. In the next two subsections we

introduce the buyers�games in both cases of time consistency and time inconsistency.

The solution we focus on in this paper is perfect Bayesian equilibrium.3 We assume that

the seller has no commitment power and each price is sequentially rational . These are

symmetric perfect Bayesian equilibria where the buyers use symmetric strategies, �ti = �
t
j;

i:e, the strategy depends only on the type of the buyer.

2.1 Time Consistent Buyers: the Benchmark Case

In the benchmark model of time-consistent buyers, we assume that the buyers have the same

geometric discount factor � between any two periods. In the T-period model, the discount

factors are f1; �; �2:::�T�1g: We shall compare this benchmark case with our main result in
the case of time inconsistent buyers in the next subsection.

In the last period a buyer accepts a price if it is below or equal to his valuation. In the

earlier periods each buyer faces a trade-o¤ whether to accept at the posted price, or to wait

till the next period . If he waits till the next period, he may get the good at a lower price,

but the probability of getting the good decreases. If he accepts, he may get the good at a

higher price, compared to waiting till next period, but the probability that he gets the good

becomes higher.

Given our equilibrium concept as perfect Bayesian equilibrium, in any given period t; the

buyers who accept the period t price are those whose valuations exceed a threshold valuation

vt: Our next lemma, taken from Horner and Samuelson (2011) illustrates in detail about the

seller�s and opponent buyers�posterior belief, given no sale has occurred till period (t+ 1):

Lemma 1. (Hörner and Samuelson (2011)) Let n � 2. Fix an equilibrium, and suppose
period t has been reached without a price having been accepted. Then the seller�s poste-

rior belief is that the buyers� valuations are identically and independently drawn from the

distribution F (v)=F (vt+1), with support [0; vt+1], for some vt+1 2 (0; 1].
Let us consider period t and a buyer i with valuation v: If he accepts the price, the

expected payo¤ he receives is :

n�1X
j=0

1

j + 1
(1� F (vt)

F (vt+1)
)j(

F (vt)

F (vt+1)
)n�1�j(v�pt) =

1� ( F (vt)
F (vt+1)

)n

1� F (vt)
F (vt+1)

(v � pt)
n

: (1)

For buyer i , if he accepts the price, j is the number of buyers who also accept the same

3Existence of such an equilibrium in our setting is similar to that in Horner and Samuelson (2011), and
follows from standard arguments (see Chen (2012)).
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price in that period . In this case, the good is allocated to buyer i with probability 1
j+1
:

F (vt)
F (vt+1)

is the conditional probability that the opponent�s valuation is less than vt , where vt is

the threshold valuation above which the opponent buyer accepts pt; given that his valuation

is below vt+1: (1 � F (vt)
F (vt+1)

) is the corresponding conditional probability that his opponent�s

valuation is not less than his valuation.

On the other hand, if buyer i waits for one more period, his expected payo¤ is :

(
F (vt)

F (vt+1)
)n�1

1X
j=0

1

j + 1
(1�F (vt�1)

F (vt)
)j(
F (vt�1)

F (vt)
)1�j(v�pt�1) = �(

F (vt)

F (vt+1)
)n�1

1� (F (vt�1)
F (vt)

)n

1� F (vt�1)
F (vt)

(v � pt�1)
n

:

(2)

The �rst term ( F (vt)
F (vt+1)

)n�1 is the probability that the good is available for sale in the next

period, i.e., none of his opponents has already bought the good. F (vt�1)
F (vt)

is the probability

that any of his rivals has valuation less than vt�1; the new threshold in this period, given

that his valuation was below vt: All other terms are analogous to the previous expression.

If this critical threshold vt is interior, then vt type is indi¤erent between accepting at price

pt in this period and waiting for the next period. So, the expressions (1) and (2) should be

equal for a vt type buyer.

n�1X
j=0

1

j + 1
(1� F (vt)

F (vt+1)
)j(

F (vt)

F (vt+1)
)n�1�j(vt � pt)

= �(
F (vt)

F (vt+1)
)n�1

1X
j=0

1

j + 1
(1� F (vt�1)

F (vt)
)j(
F (vt�1)

F (vt)
)1�j(vt � pt�1) (3)

)
1� ( F (vt)

F (vt+1)
)n

1� F (vt)
F (vt+1)

(vt � pt) = �(
F (vt)

F (vt+1)
)n�1

1� (F (vt�1)
F (vt)

)n

1� F (vt�1)
F (vt)

(vt � pt�1): (4)

The next subsection introduces the buyers problem in the time inconsistency case.

2.2 Time Inconsistent Buyers

This section introduces time inconsistency into our current framework and compares it with

the benchmark case of time consistency. In the time consistent case, the discount factor is �:

In a T-period model, the buyers discount future periods as f1; �; �2::::�Tg: So, the discount
factor between periods t and t � 1, and that between t � 1 and t � 2 is the same, �: So,
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looking from any given period t, the buyer discounts all the future periods in the same way.

In this way he is time consistent. Instead, we model time inconsistency with a hyperbolic

discount factor. Here we introduce two factors � and �, such that in any given period t; the

buyers discount future periods as f1; �; ��:::��T�1g, but in period t� 1; they again discount
as f1; �; ��:::��T�2g: Thus the discount factor between periods t � 1 and t � 2 is �; when
the buyer is in period t. But once period t� 1 comes, his actual discount factor between the
current period and the next period is � itself. Thus � is called the perceived discount factor

for the buyers. His time preference changes with time, contrary to the time-consistent case

where his discount factor is the same throughout.

We also assume that not only the buyers are time inconsistent, but they are naive time

inconsistent, in the sense that they do not know that their time preference changes over

time. It is assumed that the seller is perfectly rational and knows that the buyers are time

inconsistent. The buyers are also naive to the fact that they do not know that the seller

knows that they are naive. Also, the seller knows this fact, and so on. So, we can clearly

see that the assumptions of rationality and common knowledge of rationality are violated in

this case. All the players in the game are not perfectly rational, and even this irrationality

is not common knowledge.

This hyperbolic discount factor may lead to time inconsistency by the buyers with their

preferences being reversed over time. In this dynamic pricing problem, hyperbolic discount-

ing leads to a reversal of the buyers�preferences on which period they want to accept the

price. Also, since the seller is perfectly rational and is aware of the buyers�time inconsis-

tency, we show that the optimal price mechanism in the case of time-consistent buyers is not

optimal here.

To see this, �rst consider the time-consistent case. At any period t, vt type buyer is the

marginal buyer who is indi¤erent between buying in period t and buying in period t � 1:
And in period t� 1; the marginal buyer with valuation vt�1 is indi¤erent between buying in
period t�1 and in period t�2: By Lemma 1, any buyer with valuation strictly greater than
vt�1 strictly prefers to buy in period t� 1 than in period t� 2: So, the marginal consumer in
period t; having valuation vt > vt�1, strictly prefers to buy in period t than in period t� 2:
At time period t; the incentives for a vt type buyer is given by the indi¤erence condition

1� ( F (vt)
F (vt+1)

)n

1� F (vt)
F (vt+1)

(vt � pt) = �(
F (vt)

F (vt+1)
)n�1

1� (F (vt�1)
F (vt)

)n

1� F (vt�1)
F (vt)

(vt � pt�1): (5)

Also, since he strictly prefers to buy in period t than in any later period t� k, k > 0; we
can write,
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1� ( F (vt)
F (vt+1)

)n

1� F (vt)
F (vt+1)

(vt � pt) > �k(
F (vt�k+1)

F (vt+1)
)n�1

1� (F (vt�k)
F (vt)

)n

1� F (vt�k)
F (vt)

(vt � pt�k): (6)

The right hand side is the buyer�s ex-ante payo¤ if he decides to buy in the t�kth period.
Next we come to the case of hyperbolic discount factor. When the discount factors are hyper-

bolic, the expected payo¤to the vt type buyer standing in period t, is ��k�1(
F (vt�k+1)
F (vt+1)

)n�1
1�(F (vt�k)

F (vt)
)n

1�F (vt�k)
F (vt)

(vt�

pt�k): Now, when � > �; the incentive to wait till the last period increases compared to the

time consistent buyers. So, if the seller uses the same price path that is optimal in the case

of time consistency, there is an increase in the ex-ante payo¤ for waiting. Now, with further

increase in �; there must exist a threshold level of �; say �; such that when � > �; the vt
type buyer strictly prefers to buy in period t� k than buying in the current period. So, for
all � > �; the preference pattern reverses. We get,

1� ( F (vt)
F (vt+1)

)n

1� F (vt)
F (vt+1)

(vt�pt) < ��k�1(
F (vt�k+1)

F (vt+1)
)n�1

1� (F (vt�k)
F (vt)

)n

1� F (vt�k)
F (vt)

(vt�pt�k):

(7)

For � > �; the time-consistent optimal price path is no longer optimal for the seller.

It gives incentives for the buyers to wait longer till the price becomes lower. The initial

constraint for the time-consistent case is not binding in this case. As the value of � increases,

the incentive to wait for longer period increases. Technically the right hand side of (7)

increases with increase in �; which reaches its maximum at 1: The higher the value of �; the

more later period constraint is the binding one. At � = 1; an intermediate (t� k)th period
constraint is the binding one. It is to be noted that for all values of �; k is bounded away

from t� 1; i.e. the last period constraint is never the binding one. The reason is that there
are two opposing forces creating a trade-o¤ for the buyers between buying in the current

period and waiting longer. Higher is the value of �; the more patient the buyer thinks he

will be in future, added with the belief of decreasing price path, gives the buyer an incentive

to wait longer. On the other hand, the longer he waits, the lesser is the probability that

he would actually get the good in future. The point in time up to which the �rst force

dominates the second, i:e: the net marginal bene�t of waiting is positive, the buyer wants to

wait. If that point in time is after k periods, then we compare the payo¤s for tth period and

(t� k)th period, and thus the (t� k)th period constraint is the binding one, contrary to the
binding constraint in the time consistent case, where the binding constraint is always the
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one involving t and t� 1: The value of k will depend on the value of �: Higher the value of
�; higher is the value of k; i:e. more and more the later period constraints will be binding.

So for all � > �; it is not optimal for the seller to charge the same price mechanism as in the

consistent case. This threshold � is also an increasing function of �: This can be formalized

in the following proposition.

Lemma 2. i) In the case of time inconsistency, if t�kth period constraint is the binding
one, then the value of k is an increasing function of the perceived discount factor �.

ii) If � is the threshold level of perceived discount factor �; then � is an increasing

function of the true discount factor �: Also, for all � > �; the optimal price mechanism for

the seller is di¤erent from that in the time consistent case, otherwise the mechanism is the

same.

In the next subsection we describe a simple motivating example with two buyers and

three periods.

2.2.1 Three-period example

In this section we assume that there are two buyers and three periods. The buyers�valuations

are drawn independently from U [0; 1]. First we consider the case of time consistency. The

buyers have exponential discount factor f1; �; �2g: Since this is a �nite horizon problem, we
solve it through backward induction. We start from the last period, i:e:; t = 1:

At t = 1 , the seller maximizes his expected payo¤ :

Maxv1�1(v1) = (1� (
v1
v2
)2)p1

s:t:p1 � v1:

A buyer accepts the price in the last period only if his valuation is at least as the price.

(1� (v1
v2
)2) is the probability that at least one buyer has valuation greater than v1; given that

the good remained unsold in the earlier period. The �rst order condition gives v1 = p1 = v2p
3

and �1(v1) = 2v2
3
p
3
:

In the second-last period, i.e., t = 2; the incentive constraint for the buyers is :

1� (v2
v3
)2

1� v2
v3

(v2 � p2) = �:
v2
v3
:
1� (v1

v2
)2

1� v1
v2

(v2 � v1): (8)

From the previous subsection, we know that the left hand side is the expected pay-o¤ of

a v2 type buyer in the second-last period, if he accepts the price. The right hand side is the

expected payo¤ if he waits till the last period.
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Next we come to the seller�s problem. The seller maximizes :

Maxv2 �2(v2) = [(1� (
v2
v3
)2)p2 + (

v2
v3
)2�1(v1)]

s:t:
1� (v2

v3
)2

1� v2
v3

(v2 � p2) = �:
v2
v3
:
1� (v1

v2
)2

1� v1
v2

(v2 � v1):

The seller chooses optimal v2 to maximize his expected payo¤. If any of the buyers accept

the price with probability (1 � (v2
v3
)2); he gets p2; otherwise the game proceeds to the last

period, in which case he gets �1(v1):

Finally in the initial period, i.e., t = 3; the buyers�incentive constraint is :

1� v23
1� v3

(v3 � p3) = �:v3:
1� (v1

v2
)2

1� v1
v2

(v3 � p2): (9)

The seller�s problem in this period is :

Maxv2 �3(v3) = [(1� v23)p3 + v23:�2(v2)]

s:t:
1� v23
1� v3

(v3 � p3) = �:v3:
1� (v1

v2
)2

1� v1
v2

(v3 � p2):

Solving the model explicitly, we can see that the prices form a decreasing path over time,

and that as the discount factor increases, the �rst two periods�prices tend to decrease. As

the buyers become more and more patient, the seller has to lower the initial prices in order

to incentivize the buyers to buy in the initial periods, who otherwise would wait till the last

period. This is formalized in the following proposition.

Proposition 1 : Let � be the discount factor in the dynamic pricing problem with time

consistent buyers. Then the optimal pricing path for the seller is decreasing over time and

the �nal price is strictly greater than the marginal cost of the seller. Also, we �nd that
@p3
@�
< 0 and @p2

@�
< 0; i.e., as the buyers grow more and more patient the initial two prices

tend to fall.

Rearranging and solving the two constraints (3) and (4), we get

p3 =
2�v22 + 3v3 + 3v

2
3 � 3�v23

3(1 + v3)
; and p2 =

3v22 � 2�v22 + 3v2v3
3(v2 + v3)

:
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Di¤erentiating, we get, for given v2 and v3; and the equilibrium belief,

@p3
@�

< 0 and
@p2
@�

< 0:

Also, p1 = v1 = v2p
3
> 0 i.e. the �nal price is above the marginal cost.

In the case of time-inconsistency, in period 3 they discount as f1; �; ��g; but once period
2 arrives, the discount rate between periods 2 and 1 is �: If the threshold level of � is �; then

for all � > �; we have

1� v23
1� v3

(v3 � p3) < ��:v2:
1� (v1

v2
)2

1� v1
v2

(v3 � v1): (10)

In order to calculate the value of �; one has to change the inequality of (10) to equality.

1� v23
1� v3

(v3 � p3) = ��:v2:
1� (v1

v2
)2

1� v1
v2

(v3 � v1): (11)

Putting the optimal values of p3; v3; v2 and v1 derived from the time consistent case into

(7), we can solve for the value of � which is increasing in �:

Thus there is a di¤erence in price mechanism for the seller. The di¤erence in the analysis

in this case appears only at t = 3: For the last two periods, the analysis is the same as

that in the case of time consistency. For the last two periods, the time inconsistency or the

perceived discount factor does not have any e¤ect to distort the result. It is only at t = 3

that the perceived discount factor comes into e¤ect. This is because technically there should

be at least a time di¤erence of two periods in order to have time inconsistency. In a general

T period version of the model, time inconsistency should have an e¤ect in the behavior of

the buyers in all the periods leaving only the last two periods.

We analyze the case of � > �. At t = 3; the seller�s optimization problem is

Maxv3 �3(v3) = [(1� v23)p3 + v23�2(v2)]

s:t:
1� v23
1� v3

(v3 � p3) � �:v3:
1� (v1

v2
)2

1� v1
v2

(v3 � p2)

1� v23
1� v3

(v3 � p3) � ��:v2:
1� (v1

v2
)2

1� v1
v2

(v3 � v1):

The optimization problems at t = 2 and t = 1 remain the same. The two

constraints imply that the v3 type buyer should weakly prefer to buy in period 3 than in

either period 2 or period 1. Now which constraint will be binding depends on the values
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of � and �: The di¤erence with the time consistent case is that in that case only the �rst

constraint was binding. In this case, for � > �; there is a preference reversal for the buyers.

The buyer is still indi¤erent between buying in periods 3 & 2, but he may strictly prefer to

buy in period 1. Then the second constraint becomes binding. The seller�s problem becomes

Maxv3 �3(v3) = [(1� v23)p3 + v23:�2(v2)]

s:t:
1� v23
1� v3

(v3 � p3) = ��:v2:
1� (v1

v2
)2

1� v1
v2

(v3 � v1):

Solving,

p3 =
�(
p
3 + 1)��v22 � 3v3 + (3 +

p
3)��v2v3 � 3v23

�3(1 + v3)

Lemma 3. @p3
@�
< 0

Proof: @p3
@�
=

�(
p
3+1)�v22+(

p
3+3)�v2v3

�3(1+v3)
Now, since the denominator is negative, we need to show that �(

p
3 + 1)�v22 + (

p
3 +

3)�v2v3 > 0:

Suppose to the contrary let �(
p
3 + 1)�v22 + (

p
3 + 3)�v2v3 < 0:

) v2 >
p
3+3p
3+1
v3

) v2 > v3; which is impossible.

Thus when the buyers are time-inconsistent, the seller has to decrease the initial prices

to incentivize the buyers to accept earlier. The price path is �atter than the time-consistent

price path. When � = �; there is no time inconsistency and this is exactly the same as the

time consistent case. For � � � � �; there is time inconsistency, but the time inconsistency
is not that much to a¤ect the behavior of the buyers. The result is still the same as the time

consistent case. For � > �; time inconsistency comes into play, and a¤ects the behavior of

the buyers. The �rst period price p3 falls, the last period price p1 rises, and the price path

becomes �atter than that in the time consistent case. We can show this explicitly using

de�nite values of � and derive price paths for both the case and show that it is �atter in the

case of time inconsistency.

Let � = 0:5: Then putting the optimal values of v3; v2; p3 and p2 in (11), we compute the

threshold �; � = 0:88: Figure 1 shows the optimal price paths of the seller when the discount

factors are geometric vs when they are hyperbolic. It shows that the price path is �atter

when the buyers have hyperbolic discount factors.

12



Figure 1: Price Paths for Geometric and Hyperbolic Discounting

2.3 T period Characterization of Equilibrium

In this subsection, our assumption of Uniform distribution still holds: The buyers� game

is a game of strategic complementarity. The marginal gain from waiting one extra period

increases for a buyer, the more he believes that his opponent also waits. In general, a game

of strategic complementarity has multiple equilibria. To avoid this issue, we take the speci�c

case of uniform distribution, in which case there is an unique solution to the problem.

In the time consistent case, we know from the previous sections that the buyers�indi¤er-

ence condition can be written as :

1� ( vt
vt+1
)n

1� vt
vt+1

(vt�pt) = �(
vt
vt+1

)n�1
1� (vt�1

vt
)n

1� vt�1
vt

(vt�pt�1):

(12)

Recursively substituting, equation (12) can be rewritten as:

1� 
tn
1� 
t

(1�pt
vt
) =

t�1X
�=1

�t�� (1�
n� )(�tl=�+1
n�1l )
v�+1
vt
;

(13)

where 
t =
vt
vt+1
: Substituting pt

vt
= pt

vt+1
1

t
; the equation gives full characterization of

pt in terms of 
1;
2; ::: 
t and vt+1: 
1;
2; ::: 
t are given by the optimality conditions and

so pt is a linear function of vt+1: In the limit as t ! T; i:e:; in the initial period, vt+1 = 1:
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Equation (13) helps us to �nd the limiting price at the starting period as,

pT = vT��
1� vT
1� vnT

vnT [1�(1��)(vnT�1+�vnT�1vnT�2+:::)]:

(14)

This would help us to compare the initial starting price between the time consistent case

and the time inconsistent case. We would show that in the time inconsistent case the seller

has to lower the starting price to incentivize the buyers to buy earlier.

The seller thus sets price in each period according to the threshold cut-o¤ rules such that

the cut-o¤ type is indi¤erent between accepting the price and waiting for the next period.

The buyers on the other hand follow the strategy in any period to accept the price if his

valuation( or type) is strictly greater than the cuto¤ valuation in that period, otherwise

he waits for the next period. This gives the unique perfect Bayesian equilibrium of the

continuation game, which is stated in the following proposition.

Proposition 2: In the time consistent case, at any period t, if the seller�s posterior belief
is [0; vt+1]; then in the unique perfect Bayesian equilibrium, the t th period price is given by

pt = 1� �
1� 
t
1� 
nt


n�1t [1� (1� �)(
nt + �
nt�1
nt�2 + :::)]; (15)

and given a price ept; all buyers with valuations v > vt( ept; vt+1) , the threshold type at
time period t; accept the price, and buyers with valuations v < vt( ept; vt+1) reject the price,
where vt( ept; vt+1) is given by the equation,

(1� pt
vt
) = �

vt+1 � vt
vnt+1 � vnt

vn�1t [1� (1� �)q�nt�1
tX

�=2

���2qnt�� ]; (16)

where qt =
vt+1
v1
:

Proof. See the Appendix.
On the other hand, in the time inconsistent case, if we start from any period t , we

assume without loss of generality, that the t � kth period constraint is the binding one. So
at the tth period the buyer�s indi¤erence condition can be written as

1� ( vt
vt+1
)n

1� vt
vt+1

(vt � pt) = ��k�1(
vt�k+1
vt+1

)n�1
1� ( vt�k

vt�k+1
)n

1� vt�k
vt�k+1

(vt � pt�k); (17)
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which can be recursively substituted as

1� 
tn
1� 
t

(1�pt
vt
) =

2
kX

m= t
k

�t�m+k�(k�1)(t�mk+k)(
1� 
nmk�k
1� 
mk�k

)(�mk�k+1l=mk 
l)(1��mk�kl=mk�1
l)
vmk
vt

(18)

In the similar way as in the time consistent case, we can show here that pt can be

expressed as a function of 
t; 
t�k; ::::
1 and vt+1: So, even in the time inconsistent case we

can say that pt is a linear function of vt+1 given �, � and the optimality condition.

In the initial period as t ! T; we have vt+1 = 1: Again, similar to the previous case

we can �nd pT ; the price level in the starting period. We can show that pT in the time

inconsistent case is lower than the pT in the time consistent case. This shows that the seller

has to lower initial period price in order to incentivize the time inconsistent buyer to buy

earlier. Since the time inconsistent buyer is naive and he believes that he would be more

patient in future, so he is less likely to accept the good in the initial period. The seller thus

has to lower the price in the initial period to incentivize him. This result gives the notion

of a di¤erence in intercepts of the two price paths that we get in the two cases. This result,

along with another proposition that we would build, will fully characterize the change in

the price path of the seller when the buyers have hyperbolic discount factor instead of an

exponential one.

The buyers follow a similar strategy according to the cuto¤ rule and this forms the unique

perfect Bayesian equilibrium in the time inconsistent case. This along with the previous

result is formally stated in the following proposition :

Proposition 3: i) In the time inconsistent case, at any period t, if the seller�s posterior
belief is [0; vt+1]; then in the unique perfect Bayesian equilibrium the tth period price is given

by

pt= (1�
1� 
t
1� 
nt

K (t))v t+1
t;

and given a price ept, all buyers with valuations v > vt(ept; vt+1); the threshold type at time
period t; accept the price, and buyers with valuations v < vt(ept; vt+1) reject the price , where
vt(ept; vt+1) is given by the equation,

(1�pt
vt
) =

vt+1 � vt
vnt+1 � vnt

vn�1t+1

t
kX

m=0

(��k�1)m+1
1� 
n��mk
1� 
��mk

(
q��mk
q�+1

)n�1(
q�+1
qt
)n(1�q��mk+1

q��mk�1
)

where K(t) = ��k�1(
t�k+1
t�k+2:::
t)
n�1 1�


n
t�k

1�
t�k
(1� 
t�k
t�k+1:::
t�1)+

15



(��k�1)20k�1(
t�2k+1
t�2k+2:::
t�k�1)
n�1(
t�k
t�k+1:::
t)

n 1�

n
t�2k

1�
t�2k
(1�
t�2k
t�2k+1:::
t�k�1)+

:::

ii) If pCT and p
I
T are the prices in the initial period with T periods to go in the time

consistent case and time inconsistent case respectively, then pIT < p
C
T :

Proof. See the Appendix.
The seller�s problem is the same in both the cases. In each of the time-consistent and

time-inconsistent case, the seller�s value function is given by,

�t(vt) =Maxpt [(1� (
vt
vt+1

)n)pt + (
vt
vt+1

)n�t�1(vt�1)]:

In the event that the good gets unsold in period t, he receives a continuation payo¤

of �t�1(vt�1): The dynamic programming problems in both the cases are solved recursively

through backward induction and the solutions we get are unique and interior. For example,

in the time consistent case, we show that the sequence of qt(=
vt+1
v1
) , which are actually the

indi¤erent buyers�valuations expressed in ratios, are an increasing solution to the di¤erence

equation :

qt+1q
n
t � qn�1t+1 +

qt+1 � qt
qt+1

[P (t)]� qnt qt�1+

qn+1t�1 � qtqnt�1[
qt � qt�1
qt

(
�P (t)

� qt
qt�1

)] + qn�1t + nqtq
n
t�1 = 0 (19)

where P (t) =
Pt

�=1 �
t�(��1) qn�

qt
�
Pt�1

�=1 �
(t�1)�(��1) qn�

qt�1
;

with the boundary conditions q0 = v1
v1
= 1; and q1 = v2

v1
= (n+ 1)

1
n :

A similar equation can be derived for the time inconsistent case as well. Slight manipula-

tions of the two di¤erence equations show that at any time period t, the di¤erence (pt�pt�1)
is strictly lower for the time inconsistent case compared to the time consistent one. This

implies that for any arbitrary t, the di¤erence between two consecutive prices is strictly lower

for the time inconsistent case. Since time is discrete in our model, this implies that the slope

of price path for time inconsistency is strictly lower.

Earlier we have found a result that the price in the initial period is strictly lower for

the time inconsistent case. So if we compare the two price paths, we can see that the time-

inconsistent one has an intercept strictly smaller than the time consistent one, and moreover

it is �atter. Intuitively what it means is that the seller has to lower the initial period price

to incentivize the time inconsistent buyers to buy earlier. Since they are naive about their

time inconsistency, they have a false notion about their own future patience level. They

erroneously think that they would be more patient in future, and so they are more reluctant

to buy earlier. This forces the seller to lower the �rst period price.
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Intuition for the �atter price path is that in the subsequent periods after the initial period,

the seller does lower the prices, but the amount of price decrease at any period t, gradually

decreases as we go to the �nal period. This implies that the seller has the incentive to lower

the prices, but that incentive diminishes as we move to the �nal period. This is due to the

fact that at each period, the seller�s motive is to incentivize an earlier purchase, and at the

same time to disincentivize a later purchase. So at each point in time his very next price level

is strictly less lower than what it was in the current period. If the time inconsistent price

path would had been only a parallel shift downwards, that would mean that price decrease

is the same throughout the time path. So incentive structure would then be shared equally

among all the periods, and thus it would be failing to induce any e¤ect on the buyers only

apart from being ine¢ cient and suboptimal for the seller. Thus it is the reallocation of the

incentive structure among the time periods that is driving the result.

Whether the �atter curve for time inconsistency intersects the time consistent curve is

ambiguous. That depends on the values of � and �k�1; i.e. the patience level and the degree

of time inconsistency. If the two curves intersect at a time before the �nal period, then

that means that the seller has to increase the subsequent prices to disincentivize a later

purchase. The graph drawn in Figure 1 from our three period example has the two price

paths intersecting at an interior point. The results are formalized in the following proposition

which is the main result of the paper :

Proposition 4: At any time period t, the di¤erence between any two consecutive price

levels (pt�pt�1) is strictly lower for the time inconsistent case than the time consistent one.
Proof. See the Appendix.

2.4 E¤ect of Competition

Suppose the number of buyers increases. The force of increased competition among the

buyers acts against the force of time-inconsistency. When buyers are time-inconsistent, they

falsely believe that they will be more patient in the future, and thus they delay their purchase.

However, buyer-competition induces them to buy earlier. Consider a three-period version of

the earlier model with n buyers. In the �rst period, the seller faces the following constraint:

1� vn3
1� v3

(v3 � p3) � �vn�13

1� (v2
v3
)n

1� v1
v2

(v3 � p2) (20)

1� vn3
1� v3

(v3 � p3) � ��vn�12

1� (v1
v2
)n

1� v1
v2

(v3 � v1): (21)

Consider the RHS of both the constraints. If � = 1; for given n; the second constraint

becomes the binding one and hyperbolic discounting has e¤ects on the optimal price path of
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the seller. But, given � = 1; if n increases, it raises the competition among the buyers and

induces them to accept much higher prices. Thus as n increases, equilibrium v3 increases.

With very large n; the �rst constraint again becomes the binding one, and the problem

coincides with that of time-consistent buyers.

2.5 Discussion

The paper shows the impact of time-inconsistency of buyer behaviors on the seller�s price

mechanism in a revenue management literature. An obvious extension would be to relax the

assumption of �xed deadline and consider the same problem in an in�nite horizon setting.

That model would be comparable to the one in the durable goods monopoly literature.

Relaxing the assumption of scarcity of goods would imply that the inherent competition

among the buyers is no more driving them to accept earlier. The only thing that is acting

against their incentive to wait is their impatience. If time-inconsistency has a similar bite

in that framework, that would make the result stronger and establish the impact of time

inconsistency more strongly.

Finally one could also relax the assumption of uniform distribution of buyer valuations

and deal in a more general distribution framework. That could identify what other equilibria

arise from this framework so that one could see if any of these other equilibria has any

relevance in the real world.
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Appendix: Proofs

A.1 : Proof of Proposition 2

In the time consistent case, the marginal buyers�indi¤erence condition in the tth period :

1� ( vt
vt+1
)n

1� vt
vt+1

(vt � pt) = �(
vt
vt+1

)n�1
1� (vt�1

vt
)n

1� vt�1
vt

(vt � pt�1) (22)

Taking 
t =
vt
vt+1
; this can be rewritten as :

1� 
tn
1� 
t

(vt � pt) = �
n�1t

1� 
t�1
1� 
t�1

(vt � pt�1)

= �
n�1t

1� 
t�1
1� 
t�1

[(vt � vt�1) + (vt�1 � pt�1)] (23)

Recursively substituting, we get,

1� 
tn
1� 
t

(vt � pt) =
t�1X
�=1

�t�� (1� 
n� )(�tl=�+1
n�1l )v�+1

) 1� 
tn
1� 
t

(1� pt
vt
) =

t�1X
�=1

�t�� (1� 
n� )(�tl=�+1
n�1l )
v�+1
vt

(24)

We can expand
Pt�1

�=1 �
t�� (1� 
n� )(�tl=�+1
n�1l ) as

�
n�1t � �
n�1t 
nt�1 + �
2
n�1t 
nt�1 � �2
n�1t 
nt�1


n
t�2 + ::::

= �
n�1t (1� 
nt�1 + �
nt�1 � �
nt�1
nt�2 + �2
nt�1
nt�2 � ::::)
= �
n�1t [1� 
nt�1(1� �)� �
nt�1
nt�2(1� �)� �2
nt�1
nt�2
nt�3(1� �)� ::::]

= �
n�1t [1� (1� �)
t�1X
�=1

�l�1�t�1l=�

n
l ] (25)

Rearranging, we get the desired result :

pt = 1� �
1� 
t
1� 
tn


n�1t [1� (1� �)(
nt + �
nt�1
nt�2 + :::)]: (26)

For proving the second part of proposition 5, we can again rearrange the buyers�indif-
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ference condition as :

1� pt
vt

= �
1� 
t
1� 
tn


n�1t [1� (1� �)
t�1X
�=1

�l�1�t�1l=�

n
l ]

= �
vt+1 � vt
vnt+1 � vnt

vn�1t [1� (1� �)((qt�2
qt�1

)n + �(
qt�2
qt�1

)n(
qt�3
qt�2

)n + ::::+ �t�2(
1

qt�1
)n)]

= �
vt+1 � vt
vnt+1 � vnt

vn�1t [1� (1� �)((qt�2
qt�1

)n + �(
qt�3
qt�1

)n + �2(
qt�4
qt�1

)n + ::::+ �t�2(
1

qt�1
)n)]

= �
vt+1 � vt
vnt+1 � vnt

vn�1t [1� (1� �)q�nt�1
tX

�=2

���2qnt�� ]: (27)

Thus combining these we construct the perfect Bayesian equilibrium , which consists of

the pricing strategy of the seller and the cuto¤ rule for the buyers.

A.2 : Proof of Proposition 3

In the case of time inconsistency, the marginal buyers�indi¤erence condition at tth period

is given by :

1� ( vt
vt+1
)n

1� vt
vt+1

(vt � pt) = ��k�1(
vt � k + 1
vt+1

)n�1
1� ( vt�k

vt�k+1
)n

1� vt�k
vt�k+1

(vt � pt�k)

= ��k�1(
t�k+1
t�k+2::::
t)
1� 
nt�k
1� 
t�k

(vt � pt�k)

= ��k�1(
t�k+1
t�k+2::::
t)
1� 
nt�k
1� 
t�k

[(vt � vt�k) + (vt�k � pt�k)](28)

) 1� 
nt
1� 
t

(vt�pt) = ��k�1(
t�k+1
t�k+2::::
t)
1� 
nt�k
1� 
t�k

[(1�
t�k
t�k+1:::
t�1)vt+(vt�k�pt�k)]

(29)

By recursive substitution, we get

1� 
nt
1� 
t

(vt � pt) = ��k�1(
t�k+1
t�k+2::::
t)
1� 
nt�k
1� 
t�k

(1� 
t�k
t�k+1:::
t�1)vt + (��k�1)2

(
t�2k+1
t�2k+2::::
t)
1� 
nt�2k
1� 
t�2k

(1� 
t�2k
t�2k+1:::
t�k�1)vt�k + ::::

=

2
kX

m= t
k

(��k�1)t�mk+k
1� 
nt�mk�k
1� 
t�mk�k

(�mk�k+1l=mk 
l)(1� �mk�kl=mk�1
l)vmk (30)
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) 1� pt
vt
=
1� 
t
1� 
nt

[

2
kX

m= t
k

(��k�1)t�mk+k
1� 
nt�mk�k
1� 
t�mk�k

(�mk�k+1l=mk 
l)(1� �mk�kl=mk�1
l)vmk]

) 1� pt
vt+1

1


t
=
1� 
t
1� 
nt

[

2
kX

m= t
k

(��k�1)t�mk+k
1� 
nt�mk�k
1� 
t�mk�k

(�mk�k+1l=mk 
l)(1� �mk�kl=mk�1
l)vmk]

) pt = (1�
1� 
t
1� 
nt

[

2
kX

m= t
k

(��k�1)t�mk+k
1� 
nt�mk�k
1� 
t�mk�k

(�mk�k+1l=mk 
l)(1� �mk�kl=mk�1
l)vmk])vt+1
t

(31)

This can be rewritten as :

1� 
nt
1� 
t

(vt � pt) = ��k�1(
qt�k
qt
)n�1

1� 
nt�k
1� 
t�k

(1� qt�k+1
qt�1

)+

(��k�1)2(
qt�2k
qt�k+1

)n�1(
qt�k+1
qt

)n
1� 
nt�2k
1� 
t�2k

(1� qt�2k+1
qt�k�1

) + :::

=

t
kX

m=0

(��k�1)m+1
1� 
n��mk
1� 
��mk

(
q��mk
q�+1

)n�1(
q�+1
qt
)n(1� q��mk+1

q��mk�1
)

) 1� pt
vt
=
vt+1 � vt
vnt+1 � vnt

vn�1t+1 [

t
kX

m=0

(��k�1)m+1
1� 
n��mk
1� 
��mk

(
q��mk
q�+1

)n�1(
q�+1
qt
)n(1� q��mk+1

q��mk�1
)]

(32)

Combining, we get the perfect Bayesian equilibrium which consists of the pricing strategy

of the seller, and the cuto¤ rule for the buyers.

For proving (ii) of proposition 6, we require to �nd the limiting value of pt (which we

denote as pT ) when t! T; for each of the time consistent and time inconsistent case. In the

time consistent case,

pT = vT � �
1� vT
1� vnT

vnT [1� (1� �)(vnT�1 + �vnT�1vnT�2 + :::)]: (33)

We get a similar expression for time inconsistent case. The proof is straightforward.

Since we know that in the time inconsistent case, the kth period constraint is the binding

one, the right hand side of the expression is lower than that of the time consistent case, and

hence pT is lower for the time inconsistent buyers.

A.3 Proof of Proposition 4
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In the time inconsistent case, the seller�s problem is

Maxnvt�t(vt) = Maxvt [(1� (
vt
vt+1

)n)pt + (
vt
vt+1

)n�t�1(vt�1)]

= Max
t [(1� 

n
t )(pt � vt) + (1� 
nt )vt + 
nt �t�1(vt�1)]

= Max
t [�(1� 
t)
t�2
kX

m=0

(��k�1)m+1
1� 
nt�mk�k
1� 
t�mk�k

(�t�mk�k+1l=t 
l)

(1� �t�mk�kl=t�mk�1
l)vt�mk + (1� 
nt )vt + 
nt �t�1(vt�1)] (34)

Let �t =
�t(vt)
vt

. Therefore, we can write,

�t = �(1� 
t)[��k�1(
t�k+1
t�k+2:::
t)n�1
1� 
n��mk
1� 
��mk

(1� 
t�k
t�k+1:::
t�1) + (��k�1)2

(
t�2k+1
t�2k+2:::
t�k�1)
n�11� 
n��mk
1� 
��mk

(1� 
t�2k
t�2k+1:::
t�k�1) + ::::] + 1� 
nt + 
nt �t�1

(35)

Let the multiplicand of �(1� 
t) be denoted as X(t):

The �rst order condition w.r.t. 
t gives:

�(1� 
t)[��k�1(
t�k+1
t�k+2:::
t)n�1(n� 1)
n�1t

1� 
n��mk
1� 
��mk

(1� 
t�k
t�k+1:::
t�1) (36)

+(��k�1)2(
t�2k+1
t�2k+2:::
t�k�1)
n�1n
n�1t

1� 
n��mk
1� 
��mk

(1� 
t�2k
t�2k+1:::
t�k�1) + ::::]

+X(t)� n
n�1t + n
n�1t �t�1 = 0 (37)

Now, if qt =
vt+1
v1
;

�tq
n+1
t = (qt�1 � qt)[��k�1qtqn�1t�k

1� ( qt�k�1
qt�k

)n

1� qt�k�1
qt�k

(1� qt�k�1
qt�1

) + (��k�1)2

qtq
n�1
t�k�1

1� ( qt�2k�1
qt�2k

)n

1� qt�2k�1
qt�2k

(1� qt�2k�1
qt�k�1

) + :::] + qn+1t � qtqnt�1 + qtqnt�1�t�1 (38)

) "t = q
n+1
t � qtqnt�1 + qtqnt�1�t�1 (39)
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where

"t = �tq
n+1
t � (qt�1 � qt)[��k�1qtqn�1t�k

1� ( qt�k�1
qt�k

)n

1� qt�k�1
qt�k

(1� qt�k�1
qt�1

) +

(��k�1)2qtq
n�1
t�k�1

1� ( qt�2k�1
qt�2k

)n

1� qt�2k�1
qt�2k

(1� qt�2k�1
qt�k�1

) + :::] (40)

If

Y (t) = [��k�1qtq
n�1
t�k

1� ( qt�k�1
qt�k

)n

1� qt�k�1
qt�k

(1�qt�k�1
qt�1

)+(��k�1)2qtq
n�1
t�k�1

1� ( qt�2k�1
qt�2k

)n

1� qt�2k�1
qt�2k

(1�qt�2k�1
qt�k�1

)+:::]

"t = qn+1t � qtqnt�1 + qtqnt�1[
qt�1 � qt
qt

(��k�1qn�1t�k (n� 1)
1� ( qt�k�1

qt�k
)n

1� qt�k�1
qt�k

(1� qt�k�1
qt�1

)

+(��k�1)2n
qt�k�1
qt�1

qt�2k
1� ( qt�2k�1

qt�2k
)n

1� qt�2k�1
qt�2k

(1� qt�2k�1
qt�k�1

) + :::]� qn�1t Y (t) + nqn�1t�1 (41)

Similarly, the �rst order condition can be written as :

n"t�1 = nqn�1t�1 +
qt�1 � qt
qt

[��k�1qn�1t�k (n� 1)
1� ( qt�k�1

qt�k
)n

1� qt�k�1
qt�k

(1� qt�k�1
qt�1

)

+(��k�1)2n
qt�k�1
qt�1

qt�2k
1� ( qt�2k�1

qt�2k
)n

1� qt�2k�1
qt�2k

(1� qt�2k�1
qt�k�1

) + :::] (42)

Eliminating "t and "t�1 from the above equations, we get a polynomial in qt+1; which

we denote as P: We omit the actual expression of P as it is excessively messy. If we put

qt+1 = qt; this gives the value of the polynomial P at the point qt, and we denote it by P (qt):

P (qt) = q
n�1
t � qn+1t + qtq

n
t�1W (t) + q

n�1
t Y (t)� nqtqn�1t�1 ;
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where

Y (t) = [��k�1qtq
n�1
t�k

1� ( qt�k�1
qt�k

)n

1� qt�k�1
qt�k

(1� qt�k�1
qt�1

) + (��k�1)2qtq
n�1
t�k�1

1� ( qt�2k�1
qt�2k

)n

1� qt�2k�1
qt�2k

(1� qt�2k�1
qt�k�1

) + :::](43)

W (t) = [��k�1qn�1t�k (n� 1)
1� ( qt�k�1

qt�k
)n

1� qt�k�1
qt�k

(1� qt�k�1
qt�1

) +

(��k�1)2n
qt�k�1
qt�1

qt�2k
1� ( qt�2k�1

qt�2k
)n

1� qt�2k�1
qt�2k

(1� qt�2k�1
qt�k�1

) + :::] (44)

Through a similar exercise we can �nd a corresponding value of P (qt) for time consistent

case. The expression is quite similar to the one derived, only the expressions Y (t) and W (t)

change accordingly, since in the time consistent case, the very next period constraint binds.

If we apply Descarte�s rule of sign to both the expressions we can see that there are more

than one real roots in both the case. Twice di¤erentiation with qt ensures that the expression

is more convex in the time inconsistent cases. Thus for time inconsistency, the expression

intersects the x� axis at a point where the distance from that point to qt is lower than the

corresponding distance for time consistent case. That point of intersection is the root of the

equation P = 0; where P is a function of qt+1: So, qt+1 � qt is lower in the time inconsistent
case. This proves the result.
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