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Abstract

A key aspect of the typical formulation of DGE models with
learning-by-doing (LBD) is that firms do not need to incur re-
sources to add to their stock of organizational capital. We construct
a tractable model with an alternate approach to learning-by-doing in
which firms must spend considerable resources to learn how best to
combine their inputs and raise future productivity. We refer to this
view as costly LBD as opposed to by-product LBD. We then take the
two models to the aggregate U.S. data using a Bayesian method and
compare their quantitative implications. We find that both models,
give fairly similar results, both for posterior estimates, as well as the
implied posterior moments and forecast error variance. While either
form of LBD is preferred to the model without it, the marginal data
density is in favor of byproduct model over the costly model by a
slim margin.



1 Introduction

The idea that economic activity involves learning-by-doing (Ibd) has
played an important role in a number of economic literatures including
growth theory and business cycle analysis as well as industrial organiza-
tion and labour economics. While learning-by-doing is often associated
with workers and modeled as the accumulation of human capital, a num-
ber of economists have argued that firms are also store-houses of knowl-
edge. Atkeson and Kehoe (2005) note “At least as far back as Marshall
(1930, bk.iv, chap. 13.I), economists have argued that organizations store
and accumulate knowledge that affects their technology of production.
This accumulated knowledge is a type of unmeasured capital distinct
from the concepts of physical or human capital in the standard growth
model.” Similarly Lev and Radharkrishnan (2003) write, “Organization
capital is thus an agglomeration of technologies—business practices, pro-
cesses and designs, including incentive and compensation systems—that
enable some firms to consistently extract out of a given level of resources
a higher level of product and at lower cost than other firms.”"

A key aspect of the typical formulation of learning-by-doing is that
knowledge accumulation occurs as a by-product of production which in
turn leads to productivity increases. This formulation (whether it involves
external effects or not) draws on early work by Arrow (1962) and Rosen
(1972) as well as a large empirical literature dating back roughly a hun-
dred years. That literature documents the pervasive presence of learning
effects in virtually every area of the economy. Recent studies include Bahk
and Gort (1993), Irwin and Klenow (1994), Jarmin (1994), Benkard (2000),
Thornton and Thompson (2001), Chang, Gomes and Schorfheide (2002)
and Cooper and Johri (2002).

An alternative approach to Ibd acknowledges that firms in fact spend

"There are at least two ways to think about what constitutes organizational capital.
Some, like Rosen (1972), think of it as a firm specific capital good while others focus on
specific knowledge embodied in the matches between workers and tasks within the firm.
While these differences are important, especially when trying to measure the payments
associated with various inputs, they are not crucial to the issues at hand. As a result we
do not distinguish between the two.



considerable resources to learn how best to combine their inputs and raise
future productivity. We refer to this alternative view as costly Ibd as op-
posed to by-product Ibd. In this paper we write down a tractable model
of costly Ibd and provide aggregate estimates of both types of models
using a Bayesian likelihood approach. Both models involve firms that op-
erate in a monopolistically competitive environment and have access to a
technology which allows the accumulation of production related knowl-
edge which we refer to as organizational capital. The two models differ
only in that firms in one model will have to choose how to allocate their
resources between production and knowledge accumulation in a dynam-
ically optimal way.

The paper estimates these dynamic stochastic general equilibrium
(DSGE) models using quarterly data on total hours and aggregate output
from the U.S. between 1954:11 and 1997:IV. To confront the models with
the data, we make use of Bayesian methods to combine prior judgments
together with information contained in the historical aggregate data. The
main results of this paper are as follows. First, introducing learning-by-
doing significantly improves the overall likelihood-based fit of the model
relative to the model without any form of Ibd. Second, 1bd serves as an im-
portant propagation mechanism for shocks. Any shock that leads to the
accumulation of organizational capital implies that labor and capital will
be more productive in the future than they would be in the absence of the
Ibd mechanism. Hence, output and hours display considerably more iner-
tia in response to shocks than the standard model and persistence of out-
put is significantly increased. Third, we find that the costly and byproduct
models have very similar qualitative implications for aggregate variables
to exogenous shocks. Both models drive a wedge between labor produc-
tivity and wages but through different channels. The by-product LBD
model delivers an endogenous time varying price-cost markup, while the
costly LBD model drives a time varying wedge between the wage and the
marginal product of labour. Finally, the posterior estimates of structural
parameters are similar in the two learning models. However, the marginal
data density is marginally in favor of the by-product LBD model over the
costly LBD model.



The rest of the paper is organized as follows. Section 2 lays out the
basic structure of our model economy with different specifications of
learning-by-doing. Section 3 discusses the econometric methodology and
the data and then presents the empirical results. Section 4 concludes.

2 The Model Economy

In this section, we specify three related models as following. First, if learn-
ing dynamics is abstracted from producers and organizational capital
will be chosen to be a constant, then the model reduces to the standard
RBC model of monopolistic competition. For convenience we refer to this
specification as the benchmark model. Second, when organizational capi-
tal occurs as the byproduct of output production, the model becomes
observationally equivalent to the model in Clark and Johri (2008). For
convenience we refer to this as the byproduct model. Finally, when assum-
ing firms need to pay considerable economic price to engage in orga-
nizational capital production, the model proposes the alternative view
of learning dynamics as opposed to byproduct model. For convenience
we refer to this model as the costly model. The three competing models
disagree with each other regarding the key aspect of the formulation of
learning-by-doing at the firm level but they share the common assump-
tions upon the preference and final goods sector. Thus we first describes
the set of equations that is common to all three models and then discuss
the intermediate-good sectors, which are different for each model.

2.1 Households

The economy is populated by a large number of identical households. The
preferences of the representative household are defined over consump-
tion of final goods and leisure. The representative household maximizes
the expected discounted utility over an infinite life horizon by choosing
Ct, labor supply N;, and investment in physical capital I;, taking as given
the real wage w; and the real capital return r¥. Households supply la-
bor services and rent physical capital to the intermediate goods produc-



ers. Households also owns these intermediate firms and receive real divi-
dends payment 77;(i) from each intermediate firm i € [0,1]. The represen-
tative household maximizes her intertemporal utility function given by:

max Y BIU(Ct, N, Br), (1)
t=0
where B is the discount factor. The utility function at period ¢t depends
positively on the contemporaneous consumption of final goods, C; and
labor supply, N;. (1) contains a preference shock B;, which represents a
taste shock to labor supply and follows a first-order autoregressive pro-
cess with an iid error term:

InBy = ppInB;_1 + €y (2)

The representative household maximizes her objective function subject to
her sequence of budget constraints given by

Ct + It + EtQtp+1Bri1 =
1
weN; + 11K +Bt+/0 m(i)di, t=0,1,...,00 (3)

where B; is one-period securities with price Q;;+1 and Q11 denotes
the period-t price of a claim to one unit of final goods in period t 4 1. The
Household holds her financial wealth in the form of bonds B;,;. Note
that the borrowing constraints B;.1 > B for some large negative number
B. The right-hand side of the budget constraint represents the sources
of wealth: labor income w;N;?; the return on the real capital stock, r{fKt,
the payoff of contingent claims acquired in the previous period B; and
the dividends derived from the imperfect competitive intermediate firms.

2The households supplies N;(i) units of labor to each intermediate good producer
and earns factor payment in total w;N; in period t, where the total hours worked N;
must satisfy

1
N; = / Ni(i)di
0



The left-hand side shows the uses of wealth: consumption spending, in-
vestment in physical capital and purchases of interest bearing assets. In
addition, Investment augments the physical capital stock over time ac-
cording to

Kip1 =1+ (1 —0)Ke (4)

where ¢ € (0,1) is a constant depreciation rate for physical capital.

Given initial values, the household chooses {C;, Ny, It, Ky 11, Bi41},t =
0,1,2,..., to maximize the objective function (1) subject to the budget
constraint (3) and the capital accumulation equation (4). The first-order
conditions associated with this problem are:

o un,t
wy = By Uer (5)
_ uc,t+1 k .
1 = PBE { ., <”t+1 +1 5) (6)
1 uc t+1
~ — BE )
= h t( i ) )

where R; is the gross rate of return on bonds (R; = 1+7! = Etﬁ)
and U.; and U, are, respectively, the marginal utility of consumption
and marginal utility of leisure. Equation (5) gives us the intra-temporal
optimality condition, which equate the marginal rate of substitution be-
tween consumption and labor to the real wage. The preference shock B;
here play a role of shifting the marginal rate of substitution. Equation (6)
is the standard Euler equation for the accumulation of physical capital
which states that, at the optimal, the utility cost of sacrificing one unit
of consumption must be equal to discounted utility benefit of this unit
consumption tomorrow, while equation (7) gives the Euler equation for

inter-temporal consumption.

2.2 Final Good Producers

There are large number of final good producers who behave competitively
and use y;(i) units of a continuum of intermediate good i € [0,1], to
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produce Y; units of the final good. Assuming that all intermediate goods
are imperfect substitutes with a constant elasticity of substitution, 17’771,
the corresponding Dixit-Stiglitz aggregator can be defined as:

Y, = Uyt(i)’? di} ’17, p>1 ®)

Given the relative price vector, the final-good producer chooses the
quantity of intermediate good Y;(i) that maximizes its profits,

max Y; - / o ()ye (i) di (9)

subject to the constraint imposed by (8). Note that v:(i) is the relative
price charged by the ith intermediate goods producers. The first order
conditions for this problem give us the input demand functions:

Y(i,s") = vt(i)_%Yt (10)

where - measures the price elasticity of demand for intermediate good

n—1
L.
2.3 Intermediate Good Producers

The above sections describe the set of equations that is common to the
models of interest, while this section discusses the intermediate goods
producer problems, which are different for each model.

2.3.1 Costly Model Specification

The economy produces a continuum of intermediate goods indexed by
i € [0,1]. Each intermediate good i is produced by firm i using the follow-
ing technology:

yi) = (And (ON(D)" (i) " 2 (1)

where organizational capital, Z;(7), is another factor input combined with
labor N;(i) and physical capital K (i) to produce intermediate goods y;(i)
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and the variable, u} (i) denotes the faction of labor which firm i choose
to use in output production activities. Firms will use the rest of labor
to engage in organizational capital accumulation. A; is the productivity
shock that is common to all intermediate good producers. The technology
shock, Ay, is assumed to follow a random walk with drift process:

InAr =9, +InA; 1+ € (12)

where €4; is iid shocks. Intermediate good producers use up certain
amount of physical capital, labor and the stock of organizational capital
to internally accumulate the stock of organizational capital for the next
period. We specify the accumulation equation as

N 1—a;7(1=7)
Zia(i) = (it = )N) (= spke) ]z
(13)

where a1 represents the elasticity of hours worked in current period with
respect to organizational capital in the next period and 7y € (0, 1) indicates
that organizational capital accumulation is persistent but not permanent.
The stock of organizational capital decays at the rate y, which is consistent
with the empirical evidence supporting the hypothesis of depreciation of
organizational capital.

In contrast to previous learning-by-doing literature where organiza-
tional capital is a byproduct of production which in turn leads to pro-
ductivity increases, we require firms to pay considerable economic price
to learn how best combine their inputs and raise future productivity in
costly specification. In the market for intermediate-good, each differen-
tiated intermediate good i is produced by a single firm i. Thus a pro-
ducer i solve his maximization problem by choosing contingency plans
for {o:(i), u (i), uf(i), Ne(i), Ke (i), Z41(i) }$2, that maximize his present
value of real dividends:

X, (i) = max ion (or(D)ye(d) — wiNi(i) = r¥Ki(i) )

subject to the input demand function (10), output production technology
(11), organizational capital accumulation function (13) and an appropriate

8



transversality condition on the stock of organizational capital. Since firms
are owned by the household, D; is the appropriate endogenous discount
rate for the firms. The first order conditions are given by:

rt —u—aw?f(?)—<1—7—w%%g§;> =0 (15)
aﬁZ;—(é,))—aAtzli’f(;() — 0 (16)
<1—a>A¥y,i((i.))—(1—v w2 ff“,;(l) ~ 0 (17)
) R
(i) —nA{(i) = 0 (19)

where A/ and A? are the Lagrangian multipliers associated with con-
straints (11) and (13), respectively. Equation (14) and (15) equate the
marginal production of labor and physical capital, respectively, to their
factor prices. Equation (16/17) states that firm i should choose the frac-
tion of labor/capital in such a way that revenue of using an additional
unit of labor/capital in output production can be exactly offset by the rev-
enue of using this unit of labor/captial to produce organizational capital
for the next period. Equation (18) shows that the cost producing an addi-
tional unit of organizational capital today must be equal to the discounted
benefit of this additional organizational capital tomorrow. Equation (19)
indicates that an intermediate-good producer chooses its relative price
for its differentiated goods as a constant markup over the real marginal
cost. Note that monopolistic firms maximize their profits by equating the
marginal revenue to the marginal cost. Thus, A} can be interpreted as
either marginal revenue or marginal cost at the optimum.

2.3.2 By-product Model Specification

In what follows, we offer a decentralization of Cooper and Johri(2002)
where all learning occurs as a by-product of production at firms level. We



write the intermediate good production technology and the accumulation
technology for the by-product organizational capital as follows3:

ye()) = (AN(D)* (Ko@) " Zo(i),,  we € (0,1) (20)
Zia (i) = ye(0)1Z:(i)", 1,7 € (0,1) (21)

A producer i solve its maximization problem in two stage. In the first
stage, the producer chooses the cost minimizing quantities of labor and
capital, for a given stock of organizational capital to solve the following
static cost minimization problem:

Ci(i) = min (tht(i) +rkK,g(i))
Ni(0)Ke() f
subject to (20). This cost minimization problem give us conditional factor

demands that are function of factor price, output and the stock of orga-
nizational capital. After simple algebra, the minimized total cost, C;(i), is

given by:
Ce(i) = Twfry =" Ze(i)"“ye (i) (22)
where ' = (1+ ) (ﬁ)i'x. The cost function (22) will be a non-

increasing function of the (given) stock of organizational capital.

In the second stage, the intermediate goods producers will solve a
dynamic problem that selects the contingency plans for {v;(i), Z;+1(i) }{2,
that maximize the present value of real profits:

max  Eo ) Dr (er()ye(i) = Cefwn rfyi(0), 240}
o(i), Zea (1) 12

subject to the demand function (10), the accumulation technology for by-

product organizational capital (21) and an appropriate transversality con-

dition on the stock of organizational capital. D; is the appropriate endoge-

nous discount rate for the firms.

3Cooper and Johri (2002) provide evidence on this specification
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The solution to this maximization problem will satisfy the following
first order conditions:

O3 00wt 7O o

W)~ B | P (Va2 5 )| = 0 e

where mc;(i) denotes the marginal cost of producing output y;(i). The

term A7 (i) denotes the Lagrange multiplier associated with the constraint
(21) and represents the discounted value of an additional unit of organi-
zational capital in terms of the real profits to the producer.

The first order condition (23) captures the nature of the dynamic
tradeoff that arises when intermediate goods producers face a downward
sloping demand curve. Under such circumstances, producers raise the
output relative price by one unit causes demand for their product to fall,
which leads to a decrease in their future productivity. With learning, in-
termediate good producers are allowed to do intratemporal and intertem-
poral arrangement regarding current profits and future productivity. The
last term in (23), which is absent in the standard model of monopolis-
tic competition, captures such tradeoff between maximizing current pe-
riod profits and losing future productivity increase. Equation (24) simply
implies that organizational capital will be accumulated up to the point
where the value of an extra unit of organizational capital today is equal
to the discounted value of this organizational capital next period.

2.4 Comparison between LBD models

The fundamental difference underlying the LBD models are their respec-
tive organizational capital accumulation mechanisms. Consequently, in-
termediate goods producers in the different models would derive differ-
ent optimal decisions when facing a downward sloping demand curve.
For producers in the byproduct model, they choose to vary the price-
cost markups endogenously to capture the dynamic tradeoff between cur-
rently profit and future productivity. For producers in the costly model,
however, they instead choose to vary wage markup endogenously when

11



such dynamic tradeoff arise. To see the key distinguishing feature be-
tween different learning dynamics explicitly, we rearrange the optimality
conditions for costly and byproduct model.

- the Costly Model

We rewrite (13) as Ny = ¥(u!, uf, K¢, Zt, Z; 1) and obtain the follow-
ing optimality conditions for the costly model:

wy = BthSt (25)
Ues = BEr [Uesia (rf+1-5)] (26)
v = A (27)
1 - Yit
_ —. )\:‘/1 ~z 8
wt u? t (XNi,t (2 )
1 ) .
k Yi yllt
ry = — AV (1 —a)s= 2
t u]t( t ( )Ki,t ( 9)
(Bymrsy — ujwy) ‘I’tZI = (30)
D . ;
E; { as {/\ﬁlﬁyl’tH — (Begamrsi g — uf W) 11’:&1} }
Dy Zit1

where ¥Z < 0 and ¥4 > 0 denote, respectively, the partial derivative
of hours worked with respect to the stock of organizational capital in
current period and stock of organizational capital in next period. mrs; de-
notes the marginal rate of substitution between consumption and leisure
(mrst = %)

Equation (25) is standard, which states that in the case of flexible
wages, workers are always on their labor supply schedule, and therefore
the real wage coincide with the marginal rate of substitution between
consumption and leisure. (26) is the standard Euler equation for the accu-
mulation of physical capital which states that, at the optimum, the utility
cost of sacrificing one unit of consumption must be equal to discounted
utility benefit of this unit consumption tomorrow. Equation (27) indicates
that a representative firm chooses the relative price for its differentiated
product as a constant markup over the real marginal cost. Note that the

pricing policy expressed by (27) stems from the imperfect competition
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feature of the market and the flexible price allocation implies a constant
real marginal cost A{' = %

Equation (28) describes the specific form of marginal cost which is
given by the ratio of the real wage to the marginal product of effective
labor engaged in goods production. In another words, given the wage
rate, the intermediate good producer should optimally adjust the alloca-
tion of labor input in such a way that re-scaled marginal product of labor
- marginal product of labor divided by the product of constant markup
and the fraction of labor input in good production - equals the desired
marginal rate of substitution between consumption and leisure. Similarly,
(29) states that a intermediate goods producer should choose the utiliza-
tion rate of physical capital in such a way that the ratio of the rental
rate of capital to the re-scaled marginal product of capital equals the con-
stant marginal cost. The optimality conditions, (28)-(29), distinct the costly
model from the byproduct model in terms of the nature of learning mech-
anism. It states that if some economic prices were paid on the stock of
organizational capital, the producers should explicitly take into account
the potential contribution of labor and capital input on the cumulation of
organizational capital in order to correctly re-scale the marginal product
of factor inputs.

The term on the left hand side of (30) can be thought of as the costs of
producing an additional unit of future organizational capital at period t.
Let ¢}’ = Bymrs; — ujw; denotes the wage markups due to organizational
capital. In the standard dynamic general equilibrium models without
costly learning, real wage coincides with the marginal product of labor,
and therefore ¢;” = 0. By contrast, in costly model ¢}’ captures the extra la-
bor cost paid for producing a unit of organizational capital, which equals
the total labor cost B;mrs; less the labor cost spent on goods production
ufw;. On the right hand side of (30), the intermediate good producer cal-
culates the discounted benefits of this additional unit of organizational

capital in next period. The first term represents [Dl_f‘)*tl (A’{;ls%’%ﬂ units
of discounted revenue attributed to an extra unit of organizational capital

at period t + 1, and the second term states that an extra unit of organi-

z

zational capital at period ¢ + 1 also reduces ¥ ;

units of labor supply
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and therefore lowers the discounted cost by [ =5 (Bymrsy — ujwy) ‘I’tZH]
units at period t 4 1. In sum, the condition (30) implies that the cost of
producing an additional unit of organizational capital today is equal to
the discounted benefit of this organizational capital tomorrow.

- the Byprodct Model

We can also rewrite (21) as y:(i) = Y(Zt, Z;+1) and obtain the follow-
ing optimality conditions for the byproduct model:

w; = Bymrs; (31)
Ues = BEr [Uesi (rf+1-5)] (2)
_ Yit
Wy = M N, (33)
rh = me1 )t G4)
1
A
Uiy = qmcy — 17Ytz, (35)
(nmct;?— v,',t> Y2 — (36)

D1 { Vitr1  (1MC1 — Vigyn
Ey { MCy 1€~ - . YZ
Dy Zipt1 U] o
where YZ < 0 and YZ > 0 denote, respectively, the partial derivative
of output with respect to the stock of organizational capital in current
period and stock of organizational capital in next period. Equation (31)-
(34) are standard optimality conditions similar to those in the benchmark

model, while (35) and (36) deserve some comments. (35) states that in
setting the relative price of intermediate goods the producers solve an

Zl
optimal time-varying markup problem. The term, 17 Z, can be thought of

as deviations from the standard pricing equation, which will not appear
in the standard model of monopolistic competition without learning-by-
doing. We rewrite (35) as following:

) mcy — 0; !
A= (%) Y7 (35)
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The condition (35") indicates that the marginal value of organizational
capital is the product of two components, [@} the normalized devi-

ations from relative price by the constant markup and YtZ/ units of output
required to generate an additional unit of organizational capital in one
period later. The first order condition (36) describes the dynamic feature
of the marginal value of organizational capital. (35") and (36) together
deliver the persistent deviations from the standard relative price condi-
tion and producers thus consider the tradeoff between demand for their
differentiated goods and the future productivity intratemporally and in-
tertemporally.

3 Empirical method

In this section we discuss our methodology for estimating and evaluating
the empirical performance of three competing models. We make use of
Bayesian methods which have been applied to various economics litera-
ture, especially in DSGE modeling. Note that the equilibrium system of a
DSGE model can be linearly approximated around its stationary steady-
state in the form of

AE;(%I;) = B&; + C(F)E(e|1;) (37)

where X; is a vector of endogenous variables#, E;(X¢|I;) is the expectation
of X;11 given period t information, ¢; is a vector of exogenous stochastic
process underlying the system, and C(F) is a matrix polynomial of the
forward operator F. The solution of log-linearized system (37) can be
written in the following state-space form:

Stv1 = P&+ Cregr (38)

gro= Qs (39)

where the vector ¢ = { ZAt } contains technology and preference innova-
pt

tions. Then we update the state-form solution by adding a set of mea-
surement equation which links the observed time series to the vector

4For any stationary variable x;, we define £; = (==

from its steady-state value, *.

) as the percentage deviation
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of unobserved state variables. We further use the Kalman filter to eval-
uate the likelihood function of the state-space form solution and com-
bine the likelihood function with our specified prior knowledge about
these deep parameters to form the posterior distribution function>. The
sequence of posterior draws can be obtained using Markov Chain Monte
Carlo (MCMC) methods. We use the random-walk Metropolis-Hasting al-
gorithm as described in Schorfheide (2000) to numerically generate the
Markov chains for the structural parameters. Point estimates of ® can be
obtained from calculating the sample mean or median from the simulated
Markov chains. Similarly, inference of © are derived from computing the
percentiles of these posterior draws. Furthermore, given the sequence of
posterior draws of ®, we compute posterior statistics of interest, which
are often used to validate the model performance, such as impulse re-
sponse function, forecast error decomposition (FEVD) and historical de-
composition.

3.1 Data

The data used in this study are drawn from the Federal Reserve Bank
of St. Louis FRED website. The data sample consists of seasonally ad-
justed US quarterly time series, from 1954:I to 1997:1V, on total hours for
non-agricultural industries and growth rate of real GDP in chained 2000
dollars. Both series are expressed in per capita terms by dividing by the
civilian non-institutional population, ages 16 and over.

3.2 Prior Specification

Table 1 presents the marginal prior distributions for the structural param-
eters. The choice of prior distributions for parameters reflect restrictions
on their natural domain, such as non-negativity or interval restrictions.
Note that the priors on the structural parameters are assumed to be in-
dependent of each other, which allows for easier construction of the joint
prior density used in the MCMC algorithm. Thus, the joint distribution is

5We describe the computational steps in appendix
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assumed to the product of independent prior distributions with
p(OIM;) = p(a|M;)p(ar|Mi)p(yn| M) ... p(wn| M;) (40)

The depreciation rate of capital J is assumed to follow a Beta distribution
with a mean of 0.025 and standard error of 0.003. The prior for «, the labor
share of nation income is described by a Beta distribution with a mean
of 0.66 and standard error of 0.05. In costly LBD and C-J LBD models,
we adopt the estimate for ¢ in Cooper and Johri (2002) as prior mean
and choose 0.05 as prior standard deviation. we assume the same Beta
distribution for decay rate of organizational capital, v, across LBD models
with a mean equal to 0.6 and the standard deviation of 0.05.

TABLE 1: Prior Distributions for the Structural Parameters

Parameter Range Density Mean S.D.
Learning-by-Doing Parameters, Prior 1:

€ R Normal 0.1  0.05
0% R Normal 0.5  0.05
Learning-by-Doing Parameters, Prior 2:

3 R Normal 0.1 2.5
v R Normal 0.5 2.5
Additional Parameters:

« [0,1] Beta 0.6  0.05
oy [0,1] Beta 0.65 0.003
Ya R Normal 0.005 0.005
o [0,1] Beta 0.025 0.003
¢ R Gamma 2 0.5
Pp [0,1] Beta 0.8 0.1
oA Rt Inverse Gamma 0.02 00
Tp RT  Inverse Gamma 0.02 S

Calibrated Parameters:
B the discount factor 0.99
7 the price markup over marginal cost 1.1

Regarding the labor supply elasticity, we assume ¢, follows a Gamma
distribution with a mean of 2 with a standard error of o0.5. The autocorre-
lation p, of the preference process follows a Beta distribution with mean
of 0.8 and standard deviation of o.1. Uninformative inverse gamma distri-
butions are used for the precision of the shocks, {c4,0}}.
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As these deep parameters are largely in line with the literature, we
use tight priors® to make the estimated model priori comparable to those
in the literature. In all models, we calibrate two parameters, the discount
factor and the steady-state markup of price over marginal cost. The dis-
count factor B is set to 0.99, which implies a steady-state quarterly real in-
terest rate of 4 per cent. For the steady-state markup, we calibrate it equal
to 1.1, which implies that the elasticity of substitution between goods, 17’771,
equals 11. This value is consistent with previous literature. Chari, Kehoe
and McGrattan(2000) who set it to 10 and Korenok and Swanson (2005)

set it at 11.

3.3 Posterior Estimates

Based on 150,000 draws from two independent Markov chains, we com-
pute the posterior mean and the 95 percent probability intervals for each
of the parameters, with results reported in Table 2. Posterior estimates
all appears reasonable. As we can see in the first column, parameter es-
timates for the benchmark model are similar to those in the literature.
The labor share in output production is estimated to be 0.62. The esti-
mated autoregressive coefficient of the preference shock equals 0.844 and
the standard deviation of innovations of preference shock equals 0.004,
which is of relatively the same order magnitude used in the literature on
RBC. These two parameters play important roles in matching model pre-
dictions of hours worked with the actual aggregate hours worked series.
Of special interest here are the learning-by-doing parameters. For
g, the estimates of Byproduct and Costly models are, respectively, 0.22
and 0.19. Both estimates implies that learning rate is less than 18 percent,
which are also close to the estimate by Johri and Letendre (2007) using
US aggregate data. For <y, Costly model has higher posterior estimate
v = 0.52 than Byproduct does y = 0.46. These values are also consistent
with the estimates of Cooper and Johri (2002) using manufacturing data,
while Johri and Letendre (2007) estimate for 7y is as high as 0.8. For the

%The prior variance were chosen to reflect a reasonable degree of uncertainty over the
calibrated values of parameters.
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other parameters, posterior estimates are very similar between Costly and
Byproduct models. It is worth noting that LBD models require slightly
less persistent preference shock to fit the time series than the benchmark
model does since the learning-by-doing provides an internal propagation
mechanism.

TABLE 2: Posterior Estimates for the Structural Parameters

Baseline By-product LBD Costly LBD

Parameter Post Mean NSE Post Mean NSE Post Mean NSE
o 0.616 0.015 0.655 0.021 0.632 0.021
€ - - 0.221 0.012 0.194 0.012
Ya 0.003 0.007 0.003 0.007 0.003 0.007
% - - 0.462 0.039 0.521 0.038
) 0.022 0.003 0.020 0.003 0.020 0.003
¢ 0.752 0.040 1.062 0.040 0.954 0.040
oy - - - - 0.653 0.037
Op 0.844 0.011 0.842 0.011 0.838 0.011
oA 0.012 0.008 0.011 0.009 0.013 0.008
0p 0.004 0.003 0.003 0.003 0.003 0.003

Notes: The posterior means are calculated from the output of the Metropolis-Hastings algorithm.
NSE is the numerical standard error.

The Bayesian approach also allows for the explicit evaluation of
model uncertainty. We conduct formal comparison of overall time series
fit between three non-nested hypothetical DSGE models and report the
marginal data densities and posterior odds ratios in Table 3. The poste-
rior odds ratios of LBD specification versus benchmark stochastic-growth
model clearly indicate that LBD improve the time series fit of DSGE
model. The results suggest that in order to choose Benchmark model over
Byproduct and Costly model, we need a prior probability over Benchmark
model 1.10 x 10'® and 6.61 x 10'® times larger than our prior probability
over Byproduct and Costly model, respectively. As for LBD models, the
posterior odds ratio of Byproduct versus Costly specification indicates
Byproduct model is more favorable by the data. However, we need only
a prior probability over Costly model 16 times larger than our prior over
Byproduct model in order to choose Costly model. As this factor is not
large enough, Byproduct model outperforms the Costly model only by a
slim margin. Finally note that the time-series fit of all models are worse
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than that of VAR(g).

TaBLE 3: Goodness of Fit

Statistic Benchmark Byproduct Costly VAR(4g)
Prior probability, 7T i0 1/4 1/4 1/4 1/4
Log marginal data density 1036.05 1077.59 1074.78 1082.72
Posterior probability, 7T; T o 0.006 0 0.994
Posterior odds ratio 1.00 110 x 10'® 661 x 10'®  1.86 x 10%°

3.4 Impulse-Response Dynamics

To shed more light on how well the DSGE models capture the dynamics
of output growth and hours worked and how LBD specifications closely
equivalent to each other, we examine the implied impulse-response func-
tions and second-order unconditional moments of interest. Note that in
our analysis, the model economy are driven by a random-walk technol-
ogy and a stationary preference shock. The innovations in the technology
process have a permanent effect on output whereas the innovations in
preference process have a transitory effect. To make fair comparison be-
tween DSGE models and the a-theoretical VAR model, we employ Blan-
chard and Quah’s (1989) method to identify the permanent and transitory
shocks in the VAR.

The first column of Figure 1 depicts the posterior means of the
impulse-response of output and hours worked to a one-standard devia-
tion of permanent shock, generated by the Benchmark, Costly, by-product
and VAR models. As we can see, in response to technology shocks, bench-
mark and learning models generate completely different patterns. In LBD
models, both output growth and hours worked display inertial response
to the technology shocks. Over the short horizons, impulse-responses
from learning models track the VAR-based counterpart more closely than
benchmark model. The second column of Figure 1 reports the posterior
means of the impulse response to a one-standard deviation of transitory
shocks for each model. As documented by the previous literature, the
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VAR responses of output to the transitory shock exhibit a pronounced
hump-shape and trend reverting path. Benchmark model fails to gener-
ate an important trend-reverting component in output, while both Costly
and Byproduct models produce a pronounced hump-shaped output re-
sponse, which matches the VAR response fairly well. In the response of
hours worked to a transitory shock, both learning models generate obser-
vational equivalent paths, which display monotonic convergence of hours
towards its steady-state. Although the responses of hours predicted by
the two learning models do not fit into the confidence interval of VAR-
based response over the longer horizons, they do match the shape and
the magnitude of their VAR counterpart.

It is natural to ask what is the underlying driving force for learning
models such that they clearly discriminate themselves from the bench-
mark model and why learning-by-doing can make the output and hours
worked display hump-shaped response to exogenous shocks, exactly as
predicted by the VAR. We explore these questions in the following sec-

tions.

Output/Permanent Shock Output/Trans

—+— Costly
Byproduct

—&— Benchmark

— VAR

sitory Shock

FIG. 1: Impulse Response Function (posterior mean)
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3.5 Roles of Learning-by-doing in Propagating Shocks

Consider the effect of a one-standard deviation shock to productivity in
(12), which is essentially a one-time shock to the growth rate of produc-
tivity, ,. The specification of the productivity process in (12) implies that
any shock to productivity will have permanent effects. Given the random
walk process in (12) we assume zero persistence of a deviation of the
growth rate from its steady state level. In the period after the shock, the
level of productivity is pushed up by the shock but no further changes in
productivity will take place. Hence, a permanent increase in the level of
productivity implies that both input factors in benchmark model, labor
and physical capital can be used more efficiently. Higher productivity
means higher factor prices and thus incomes from labor and capital in-
crease as well. A higher rental rate of capital stimulates investment in the
impact period, and consequently the capital stock will rise. Since physi-
cal capital is the only endogenous state variable in the benchmark model,
the permanent increase in capital stock will lead to permanent increase
in other variables. Notice that the graph on the left shoulder of Figure 1
plots the percentage deviation of logarithms of output from its pre-shock
steady state level for the respective model. The circled line is the impulse
responses from the benchmark model to a one-standard deviation of per-
manent shock. Output rises over 0.9 percent on the impact and then con-
verges smoothly to its new steady-state. The graph on left-bottom of Fig-
ure 1 displays the percentage deviation of log level of hours worked from
its steady-state level. If again focusing on the impulse responses from the
benchmark model first, we find an interesting result that the increase in
income does not induce agents to cut back their labor supply. It is the
higher wage rate that makes individuals rather to supply more labor in
equilibrium to take advantage of increase in productivity in the impact
period.

In contrast to the benchmark model, costly and byproduct models in-
troduce learning-by-doing which leads to persistence in the adjustment of
productivity. As shown in Figure 2, because of the impact of learning-by-
doing, a shock to productivity is not just a one-time shock of the growth
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TFP Growth/Permanent t Shock TFP/Permanent t Shock
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-~~~ Byproduct Model
—o&— Benchmark Model

FIG. 2: Impulse Response (posterior mean): TFP

rate of productivity. It rather implies a temporary increase in growth rate
of endogenous productivity which pushes up even higher the future level
of productivity. In the first column of Figure 1, the impulse response
dynamics for costly and byproduct models clearly illustrates the conse-
quence in case of introducing learning-by-doing mechanism. The "hump-
shaped” responses of output and hours worked display totally different
patterns than the benchmark model does. Agents anticipate that produc-
tivity will be higher in the future other than on the impact period hence
they initially cut back hours worked and enjoy more leisure. This is opti-
mal because along the new balance equilibrium path, labor will be more
productive than it is now. Therefore it makes more sense to consume
leisure now and work harder in the future.

The second column of Figure 1 reveals a similar pattern in the case of
a shock to preference. In the impact period, the response of output and
hours worked are quiet similar in these three models. Thereafter, the im-
pulse dynamics are different. In the benchmark model, output and hours
worked smoothly declines to their original steady-state. Figure 2 shows
that the total factor productivity in benchmark model is unaffected by
this preference shock at all. In costly and byproduct models, however, the
k-period-ahead effect of a preference shock is larger than the impact ef-
fect and hence output display hump-shaped responses to the preference
shock but not for the hours worked in these model. Figure 2 clearly illus-
trates that learning-by-doing transforms a shock to preference into a tem-
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porary increase in growth rate of productivity. The accumulative effects
of temporary productivity increase imply that future productivity will
be even higher, which induces hump-shaped responses of hours worked
and investment. As a consequence, the hump-shaped response of output
to preference shocks can be attributed to its own factor inputs dynamics.

3.6 Costly vs. Byproduct Hypothesis

In what follows, we briefly comment on the robustness of our preliminary
estimation results to the way that we model learning-by-doing mecha-
nism. We find that the costly and byproduct models have quite similar
qualitative and quantitative implications for aggregate variables to differ-
ent types of shocks. Given the posterior estimates, the response adjust-
ment of output, hours worked and total factor productivity display quite
similar patterns across the two models. Figure (3) also plots the response

Detrended TFP Labor Wedge

L | i L H i | i L
1965 1970 1975 1980 1985 1990 1995 1965 1970 1975 1980 1985 1990 1995

FIG. 3: Smoothed TFP and Labor Wedge: Circled line refers to Benchmark model, solid
blue lines to Costly model, dash lines to Byproduct model.

of markup in byproduct model against the response of labor share and
capital share in costly model. To conserve on space, we do not report the
impulse-response functions for all the other variables in the two learning
models; but they are all quantitatively and qualitatively similar to each
other. This finding is robust irrespective of a shock to technology or to
preference. The main difference, however, is that costly model requires
slightly more volatile technology innovation than the byproduct model
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does. The standard deviations of technology innovations are 1.12% and
1.25% for costly and byproduct model, respectively, while both learning
models give us the same magnitude of the standard deviation of pref-
erence shocks. Interestingly, it is because of this difference between es-
timated technology shocks across two learning models that makes two
models generate observational equivalent smoothed total factor produc-
tivity. As shown on the left panel of Figure 3, the detrended total factor
productivity over the post war period, costly and byproduct model have
quite similar patterns. The shaded vertical areas correspond to the offi-
cial recession periods according to NBER. It is worth noting that the total
factor productivity from two learning models consist of the technology
shock A; and the organizational capital Z;, while A; is the only compo-
nent of the total factor productivity from the benchmark model. Another

Labor Wedge - Costly
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Labor Wedge - Byproduct
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FI1G. 4: Labor Wedge Decompositions: Solid blue lines refer to the smoothed series, solid
green lines to the recovered series with technology shocks, dash lines to the recovered
series with preference shocks.

way to compare the costly model with the byproduct model is using the

respective labor market conditions implied by these two learning models.

We define the labor wedge Wedge; = M%tLt' as the ratio of the real wage

and marginal product of labor (MPL). The labor wedges in the byproduct

25



and costly model are, respectively,

Wedgefyp T = e
1

Wedges®™' =
8¢t vu}

Both learning models drive a wedge between labor productivity and
wages but through different channels. The by-product model delivers
an endogenous time varying price-cost markup, while the costly model
drives a time varying wedge between the wage and the marginal prod-
uct of labor. The right panel of Figure3 describes the behavior of the
smoothed labor wedges over the whole thirty-eight year period. In ad-
dition, unlike the benchmark model, where the labor wedge is constant,
the learning-by-doing models have their labor wedges to be a combina-
tion of technology shocks and preference shocks. In Figure 4, we provide
an exact decompositions of the labor wedge implied from two learning
models into the components driven by the smoothed technology and pref-
erence shocks. As can be seen here, costly model and byproduct model
also display quite similar pattern along these dimensions. In the next sec-
tion, we will compute formal statistics to estimated and evaluate different
models of interest.

3.7 Shock Decompositions

3.7.1 Variance decomposition

Table 2 displays the results of these forecast error variance decomposi-
tions, which give us the fractions of the observed output growth and
hours worked in the US economy are explained by the DSGE models.
Given the technology is modeled as a random walk process, the tech-
nology innovations account for a very large share of the unconditional
variance in aggregate output due to the cumulation effects of technology
shocks. The first column of the top panel suggests that technology shock
accounts for about 84% of the one-period-ahead forecast error variance
of output growth and its contribution to output growth monotonically
decreases along the time horizon. The last line of panel A, k = oo indi-
cates that the technology shock can account for 83% of the unconditional
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variance in output growth. In contrast to benchmark model, costly and
byproduct models display different patterns in terms of the contribution
of technology shocks to output growth, but both models have quite sim-
ilar pattern. The technology shock accounts for 83.2% and 81.6% of the
one-quarter-ahead forecast error variance in output growth, respectively,
for byproduct and costly model. On the other hand, as shown in Table
2, the technology shock accounts even more for the k-step-ahead forecast
error variances for values of k ranging from 4 to 40 quarters. These results
suggest that learning-by-doing plays an important role in explaining out-
put fluctuations over the business cycle frequencies.

In addition, panel B of Table 2 contains interesting results. DSGE mod-
els with learning-by-doing give us quite different predictions for hours
worked from the benchmark model. In benchmark model, the technol-
ogy shock explains 60% of the unconditional variance in hours, and it
only explains more than 31% of the one-quarter-ahead forecast error in
hours. Note that Christiano and Eichenbaum (1990) show that the model’s
predictions change in an important way when the technology process
changes from a random walk to a stationary AR(1). Because of the accu-
mulative effects of random work technology, our result for benchmark
model is largely different from the previous findings in the literature
where AR(1) technology process is employed. Using stationary technol-
ogy process, Ireland (2004) find that technology shocks accounts for al-
most none of the unconditional variance of hours worked.

Both byproduct and costly models generate surprising results for
hours worked. As shown in panel B, technology shocks accounts for
merely 3.6% and 1.9%, respectively, of the the one-quarter-ahead fore-
cast error variance in the hours series, although the technology shocks in
byproduct and costly model, respectively, explain more than 72% and 65%
of the unconditional variance in hours worked. These results are consis-
tent with the posterior impulse-response of hours worked which displays
inertial response to the technology shock for both LBD models. These
results are also in line with the previous findings reported by Watson
(1993). Watson (1993), in particular, documents that for the key aggregate
variables including hours worked, the spectral power is significant less in
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very low frequency than in business cycle frequency.

TABLE 4: FEVD: Percentage of variance due to technology

Quarter Ahead Benchmark Byproduct Costly
(A) Output Growth

1 84.180 83.237 81.614
4 83.558 85.217 82.974
8 83.297 84.748 82.759
16 83.227 84.559 82.455
20 83.201 84.493 82.294
40 83.198 84.488 82.279
00 83.198 84.488 82.279
(B) Hours worked
1 31.185 3.550 1.926
4 38.970 36.162 22.390
8 46.894 54.177 42.736
16 51.919 62.373 53.745
20 56.606 68.770 62.363
40 58.984 71.677 65.609
00 59.259 72.024 65.876

3.7.2 Historical Decomposition

Figure 5 illustrates that DSGE models nearly explain 100% of the the varia-
tion in output growth and hours worked and thus provide a more insight-
ful historical decomposition. Specifically, we can compute the underlying
structural shocks using Kalman filter, taking the estimated parameters as
given. To measure the contribution of technology or preference shock to a
given variable, we shut down one of the shocks and simulated the model.
We then obtain paths of output growth and hours, which would have
taken place if only technology or preference shocks are present. It helps
us to compare the actual data series to their hypothetical series where
only one of the shocks occurs. Figure summarize the historical contribu-
tion of the structural shocks to output growth and hours worked. The
shaded vertical areas correspond to the official recession periods accord-
ing to NBER.
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FIG. 5: Smoothed Observable Variables: Solid black lines refer to the data, dotted lines to
the benchmark model, solid blue lines to Costly model, dash lines to byproduct model.

Focusing on the historical decomposition of output growth first, it is
clear that across three DSGE models, the short-run variability in output
growth is mostly accounted by technology shocks, which is in line with
the results from the variance decomposition. Our decomposition results
suggest that output growth is mainly driven by technology shocks in
recession period. Such patterns are similar across three models.

For hours worked, the historical decompositions are also consistent
with the forecast error variance decomposition results. By contrast, pref-
erence shock now play an more important role in explaining historical
variability of hours work. According to our model, preference shock was
the predominant factor behind the drops in hours occurring in mid 1970s,
throughout 1980s and afterwards, while technology shocks contributed
only moderately to hours variation in recession periods and it was the
key factor behind the surge in hours worked in 1960s.
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3.8 Moments of Interest

3.8.1 Persistence of Output Growth

An important shortcoming of standard RBC model is that it lacks the en-
dogenous propagation mechanism to generate enough persistence in the
endogenous variables when facing exogenous shocks (e.g. Cogley and Na-
son, 1995), while many previous studies find that output growth is posi-
tively autocorrelated over short horizons and weakly autocorrelated over
longer horizons (e.g., Cochrane, 1998 and Chang, Gomes and Schorfheide,
2002).

In Table 5, we compare the predicted autocorrelations of output and
hours worked of the benchmark and LBD models to US data for the pe-
riod 1960:1 to 1997:4. In panel A of Table 5, the results clearly show that
the benchmark model predicts the autocorrelations of output growth to
be essentially zero, while the costly and byproduct model are capable of
generating positive autocorrelations of output growth, which match au-
tocorrelations in the data quite well over the short horizons. In order to
formally evaluate models using model-based and observed autocorrela-
tions, we specify two posterior expected loss functions, L; and L,..” Both
measures of loss reported in panel A confirm that: 1) learning-by-doing

7See Schorfheide (2000) for a detailed discussion of these loss functions and their
interpretations
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models does much better than the benchmark model in explaining out-
put growth autocorrelations; 2) costly and byproduct models are barely
discriminated by the results based on these loss functions.

Panel B in Table 5 reports the autocorrelations of hours worked pre-
dicted by the three models. A lag-by-lag comparison indicates that both
costly model and byproduct models are successful in replicating he sam-
ple autocorrelation and are closely equivalent to each other. The loss statis-
tics suggest that byproduct model does marginally better than the costly

model.
TABLE 5: Autocorrelation Statistics
Statistic Lag Benchmark Byproduct Costly VAR
(A) Output Growth, Corr(A In GDPA In GDP(5)):
Posterior Mean 1 0.002 0.194 0.325 0.322
[0.217,0.462]
2 0.085 0.145 0.157 0.207
[0.189,0.462]
3 0.019 0.031 -0.004 0.067
[-0.026,0.170]
4 -0.025 0.059 -0.029 -0.026
[-0.0362, -0.009]
L, risk 1-4 0.121 0.040 0.017
L, risk 1-4 0.982 0.006 0.016
(B) Hours worked, Corr( In N, In N(+)):
Posterior Mean 1 0.926 0.947 0.948 0.971
[0.962,0.980]
2 0.852 0.875 0.864 0.908
[0.883,0.939]
3 0.780 0.798 0.784 0.825
[0.787,0.886]
4 0.706 0.731 0.712 0.734
[0.692,0.828]
L, risk 1-4 0.008 0.003 0.005
L2 risk 1-4 0.183 0.113 0.119
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3.8.2 Other Second-order Unconditional Moments

Traditional way to validate DSGE models is to check out their ability
to match a fairly comprehensive set of stylized facts from data. Table
6 reports the model-based second-order unconditional moments as well
as those in the data. These business cycle statistics from the data are
obtained by using Hodrick-Prescott filtered aggregate time series and
the statistics from the estimated model are obtained by using Hodrick-
Prescott filtered smoothed time series from the models.

The estimated byproduct and costly models provide a good match on
most dimensions of the data and again both models give us closely equiv-
alent second-order moments along every single dimension. It is worth
noting that these learning-by-doing models have interesting implications
for the dynamics of the labor market. During the postwar period, two
business cycle stylized facts are documented in the literature: 1) hours
worked are more volatile than the average labor productivity (Kydland
and Prescott, 1982); and 2) No significant correlation exits between hours
and real wages. The learning-by-doing models both account very well for
these facts in labor market. First, costly and byproduct models predict,
respectively, the volatility of hours worked are 1.51 and 1.52 times larger
than that of labor productivity, compared with 1.76 times larger in the
data. Second, correlation between hours worked and real wage in costly
and byproduct models are, respectively, 0.105 and 0.058, while it is -0.053
in the data and 0.263 according to the benchmark model.

Standard RBC Models where technology shocks play a major role
usually generate highly procyclical real wages. By contrast, learning-by-
doing models can predict mildly procyclical real wages, though technol-
ogy shocks are the main driving force in the economy. Costly and byprod-
uct models predict that the correlation between real wage and output are,
respectively, 0.518 and 0.561, which is close to the correlation of 0.372
according to the data.

There are still some dimensions that predictions of our models fail
to match those of the data. In particular, the correlation between aver-
age labor productivity and real wage in costly and byproduct model are,
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respectively, 0.981 and 0.968, while it is 0.673 in the data. As expected,
benchmark model predicts perfect correlation between average labor pro-
ductivity and real wage.

TABLE 6: Second-Order Moments in the Benchmark and LBD Models

Moments US Data Benchmark Byproduct Costly
oc/ oy 0.506 0.490 0.343 0.371
o/ oy 2.868 2.624 2.325 2.381
On/ 0y 0.854 0.748 0.745 0.745
Ow/ 0y 0.637 0.495 0.304 0.352
Tap1/ Oy 0.515 0.495 0.491 0.492
On/ Oapl 1.762 1.510 1.518 1.513
Corr(c,y) 0.911 0.965 0.911 0.915
Corr(i,y) 0.963 0.989 0.929 0.952
Corr(n,y) 0.819 0.878 0.882 0.881
Corr(w,y) 0.372 0.692 0.518 0.561
Corr(apl y) 0.519 0.692 0.698 0.699
Corr(apl, w) 0.673 1.000 0.968 0.982
Corr(n,w) -0.012 0.263 0.058 0.105
Corr(n,apl) -0.054 0.263 0.278 0.277

3.9 Sensitivity Analysis
3.9.1 A Check with Defuse Prior Distributions

The results discussed in the previous section are conditional on using
tight prior for the learning parameters ¢ and .

Table 7 reports posterior estimates under the defuse priors. The pos-
terior means of ¢ are similar across costly and byproduct model, whereas
the posterior means of -y are quite different across two learning-by-doing
model. In terms of posterior estimates of other structural parameters, we
have the new estimates very close to what we obtain under tight priors.

The posterior odds ratio reported in Table 8 indicates that the byprod-
uct model is in favored over costly model by a factor of 167 to 1 in this
case. Thus, the overall time-series fit of the byproduct model is still better
than that of costly model under defuse prior for the learning parameters.
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TABLE 7: Posterior Estimates: Defuse Prior

Benchmark By-product Costly

Parameter Post Mean NSE Post Mean NSE Post Mean NSE
o 0.616 0.015 0.652 0.021 0.636 0.021
€ - - 0.235 0.012 0.224 0.012
Ya 0.003 0.007 0.003 0.007 0.003 0.007
0% - - 0.296 0.039 0.607 0.038
) 0.022 0.003 0.021 0.003 0.020 0.003
¢ 0.752 0.040 1.090 0.040 0.988 0.040
nq - - - - 0.650 0.037
Pp 0.844 0.011 0.840 0.011 0.837 0.011
oA 0.012 0.008 0.011 0.009 0.013 0.008
0p 0.004 0.003 0.003 0.003 0.003 0.003

Figure 7 illustrates the posterior impulse-response functions of the
costly and byproduct models with defuse priors. The left column of Fig-
ure 7 shows that impulse responses to a permanent technology shock.
Costly and byproduct model generate observational equivalent paths for
hours worked, a pronounced hump that reaches its peak 6 quarters af-
ter the shock, exactly as predicted by the VAR. In addition, the output
responses generated by two learning models fit well into the confidence
interval of the VAR-base counterpart. In response to a transitory shock,
the right column of Figure 7 displays that impulse responses from two
learning model under defuse priors. In the response of output, the costly
model generates a small hump as it does under tight priors, while the
byproduct model, on the other hand, produce a more pronounced hump
that reaches it peak three quarters after the transitory shock and tracks the
VAR response much more closely than that implied by the costly model.
In the response of hours worked to a transitory shock, both learning mod-
els generate observational equivalent paths, which display monotonic con-
vergence of hours towards its steady-state. Although the responses of
hours predicted by the two learning models do not fit into the confidence
interval of VAR-based response function over the longer horizons, they
do match the shape and the magnitude of the VAR counterpart. Finally,
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TABLE 8: Goodness of Fit: Defuse Prior

Statistic Benchmark Byproduct Costly VAR(g)
Prior probability, 7'[1',0 1 / 4 1 / 4 1 / 4 1 / 4
Log marginal data density 1036.05 1075.53 1070.41 1082.72
Posterior probability, 7T; T (o) 0.001 (0) 0.999
Posterior odds ratio 1.00 1.40 x 1017 8.36 % 1014 1.86 x 1020

the learning models under defuse priors generate quite similar pattern as
the models under tight priors do.

In summary, our results that the byproduct model fits the data
marginally better than the costly model appears to be robust to the use
of defuse priors for the learning parameters ¢ and 7y and both learning
models still outperform the benchmark model by a factor of 8.36 x 10
to 1 and over in this case.
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F1G. 7: Posterior IRF: Defuse Prior

3.9.2 Sensitivity Check with Learning Parameters

Above estimation results indicate that byproduct learning and costly
learning models are only marginally different from each other. In order
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to safely address the point that our business cycle results are robust to
the way that we model learning-by-doing, costly or byproduct, we con-
duct further sensitivity check on two most important parameters which
determine the learning dynamics behind our main results. If it turns out
that both learning-by-doing models exhibit the same cyclical behavior
for all possible scenarios of learning dynamics the economy would have
had, then it seems that the assumptions on the types of learning mecha-
nism, costly or byproduct, are truly innocuous. We first looked at the role
of learning rate in production technology by assuming that the learning
parameter ¢ takes several reasonable values, while the rest of of param-
eters in both learning-by-doing models remains the same as before. The
left panel of Figure 8 shows the hypothetical impulse responses from the
byproduct model to technology and preference shocks, respectively, and
the right panel displays the impulse responses from the costly model.
Byproduct model produces imaginary eigenvalues with ¢ = 0.5, while
the costly model can take larger learning rates as high as ¢ = 0.625.

Output/Permanent Shock x10°  Hours/Permanent Shock

FI1G. 8: Impulse Responses: Left panel refers to Byproduct model, right panel refers to
Costly model

It is worth noting that as learning rate increases, both learning mod-
els predict that hours worked fall immediately following a technology
shock. These result might led some light on the recent and active debate
known as the "hours debate” as it centers on whether short-run response
of hours worked to a positive technology shock. Gali (1999) finds that for
the majority of the Gy countries, hours worked fall following a technol-
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ogy shock. He estimated a VAR of the first differences of hours and labor
productivity and then used Blanchard and Quah’s identification strategy
to identify the technology shock. Gali’s discovery fail the RBC models to
be a valid analytical tool for studying business cycle fluctuations. How-
ever, our results show that the DSGE model with learning can predict
negative responses of hours to a technology shock in short horizons, be-
cause a high learning rate implies that total factor productivity is affected
greatly by organizational capital and pushes up future level of productive
even higher. Since hour productivity will be much higher than it is now,
agents will cut back their hours worked even more than they would do
when learning rates are low. Therefore, we obtain the negative responses
of hours worked to a technology shock over short horizons. The left panel
of Figure 9 shows that the responses of TFP growth from byproduct learn-
ing model to a technology shock and a preference shock, respective, and
the right panel displays the responses of TFP growth from costly model to
exogenous shocks. We can clearly find the pattern that the TFP growth be-
comes more persistent as ¢ increases and the technology shock has more
pronounced effect on the TFP growth in costly model.

<10° TFP/Permanent Shock Costly Model
. '

TFP/Permanent t Shock
T T T

L L — |
5 10 15 20 25 30 35 40

x10* TFP/Transitory Shock
T T

FIG. 9: Impulse Responses: Left panel refers to Byproduct model, right panel refers to
Costly model

The other possible concern is whether the learning dynamics is sensi-
tive to the values of -y so that costly learning can easily discriminate itself
from byproduct learning. To save space, we do not report the impulse-
response functions and second-order moments for the costly learning and
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byproduct learning models. But along this dimension, two learning-by-
doing models produce quite similar results.

4 Conclusion

In this paper we write down a simple DSGE model of costly learning-by-
doing to address the view that is opposed to the traditional formulation
of byproduct learning. We provide the aggregate estimates of both types
of models and compute formal statistics to assess the robustness of our
business cycle results to the way that we models learning-by-doing. We
find that costly and byproduct models generate quite similar business
cycle statistics. Using Bayesian techniques, however, we have found that
byproduct model fits aggregate U.S. data marginally better than costly
model.

Learning-by-doing leads to persistence in the adjustment of total fac-
tor productivity in response to a technology shock. Given this fact, we
find that it is very likely that hours worked fall following a positive tech-
nology shock. This finding might shed some light on the recent “hours
debate”.
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A Appendix

A.1 Posterior Distribution and Moment

We wish to estimate a DSGE model M; and its associated vector of struc-
tural parameters ©;. Let

O; ={a,d,¢7, w,iy,pp,aA,ap,Un}/

We update the state-form solution (38)-(39) by adding a set of measure-
ment equation which links the observed time series to the vector of unob-
served state variables:

Siy1 = ASi+ Ber (A-1)
Yt = CSt (A-Z)

where the matrices A, B and C are functions of the models’ structural
parameters, and C represents the relationship between the observed data
Y; and variables in state equation S;. Sy = {%} from equations (38) and
Y; contains only two observed control variables in {#;} from equation
(39). Specifically, Y; is a 2 x 1 vector of observable variables, including
GDP growth and hours worked; ¢; is the vector containing technology
and preference innovations.®. Given the state-space form defined by (A-1)
- (A-2), the likelihood function of the model M;, can be constructed by
applying the Kalman filter as outlined by Hamilton (1994):
In£(®]YT, M) = o - i Lin [ormTEs 1w;Q—1 wi
2 Pt 2 2 =1
(A-3)

where the vector ®; contains the parameters to be estimated; {w;}!_%is a
series of innovations that are used to evaluate the likelihood function M;
for the data sample, Y7, and Q1 = Ew;w is the variance-covariance
matrix that depends on the structural parameters, ©;.

8Note that in contrast to Ireland (2004), we do not specify the measurement errors in
measurement equations.

wy is defined as w; = yi — Jy;—1 and wr ~ N(0,Q;_q) is assumed normally dis-
tributed

A-1



We further combine the likelihood function with our specified prior
knowledge about these deep parameters to form the posterior distribu-
tion function. In the Bayesian context, the posterior distribution of ®; can
be thought of as a way of weighting the likelihood information contained
in the observed data by the prior density p(®;|M;). Given a prior, the
posterior density kernel' of ©; can be written as:

p(OIYT, M;) & L(YT]®, M;)p(©| M;) (A-4)

where £(YT|®, M;) is the likelihood conditional on the observed data,
T'= {y1,...,yr}L,. The sequence of posterior draws can be obtained
using Markov Chain Monte Carlo (MCMC) methods. We use the random-
walk Metropolis-Hasting algorithm as described in Schorfheide (2000) to
numerically generate the Markov chains for the structural parameters.
Point estimates of ©; can be obtained from calculating the sample mean
or median from the simulated Markov chains. Similarly, inference of ©;
are derived from computing the percentiles of these posterior draws.
Furthermore, given the sequence of posterior draws, {@{ }]]\i 1~
p(®;]YT, M;), by the law of large numbers:

T 1
E( (@)Y ) :N];g (A-5)
where g(-) is some function of interest, such as impulse response func-
tions and moments. We can employ Markov chain Monte Carlo (MCMC)
methods to evaluate equation (A-5) with {@{ ]I\i 1

“Note that Bayes’ Theorem states that

L(©O[YT, M;)p(©|M;)

p(OIYT, M;) = [ LONT, M;)p(©]M;)d0

But recognizing [ £(©|YT, M;)p(©|M;)d® is constant for M;, we only need to be able
to evaluate the posterior density up to a proportionate constant using

p(OIYT, M;) & L(O[YT, M;)p(©|M;)
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