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Abstract
The objective of this paper is to study the interactions between the financial and the real sectors of the Indian economy in the period following the financial sector reforms. Furthermore, it estimates the relative roles of banks and stock markets in the financial intermediation process. The study tests for a long run (cointegrating) relationship between a real variable, a banking sector variable and a stock market variable based on a Vector Error Correction Modeling (VECM) framework. The results indicate the importance of the financial sector in general and the relative roles of the stock market and the banking sector, in augmenting the growth process during this period. 
Banks, Stock Markets and Output: Interactions in the Indian Economy
Introduction

The global financial crisis has led to a rethink on the role of the financial sector in supporting economic activity. The developed countries have reacted by moving towards stronger regulatory mechanisms overseeing this sector. Developing and emerging economies, however, face a completely different set of challenges in this situation.  Firstly, the conservative approach in the financial centers of developed countries could lead to significantly lowering of international flows that finance these countries. Secondly, the loss of credibility of financial markets could hamper the continued development of their domestic financial sectors. Clearly, rather than adopting policies that are identical in their thrust to those in developed countries, it is important for these countries to evolve their own policy packages for financial development.  In order to do this, it is important to understand the relationship between the financial sector and economic activity in these countries. There is, of course, a very large empirical literature on the role of the financial sector in developing countries.  In this paper, we attempt to add to that understanding by studying the impact of two very different parts of the financial sector - the stock market and the banking sector – on real activity in India, one of the fastest growing emerging economies of the world. The study covers a period when the economy as well as the financial sector was opened up to enable a market-led growth strategy.  We show the importance of the financial sector in general and the relative roles of the stock market and the banking sector, in augmenting the growth process during this period.
Financial markets are linked to the real sector through the process of financial intermediation, i.e., the channeling of savings toward investment activities. In the neoclassical framework, financial markets affect real output by determining the efficiency of investments and capital stock.  Recent contributions have also highlighted their impact on output via consumption and investment demand through the ‘financial accelerator’ and ‘wealth effects’.  In the theoretical literature, traditionally the real and the financial sectors of the economy have been treated separately. The demand and supply of goods in the real markets were dealt in price theory while the theory of finance focused on the flows of income in the finance market. Over time however, it has become clear that in the presence of incomplete markets, such separate treatment of the two segments of the economy is not very useful. Nonetheless, a simultaneous treatment of the real and the financial sector of the economy in a general equilibrium macroeconomic model is “rather complicated” (Magill and Quinzii, 1998). As a result, there is a paucity of theoretical models explaining the interactions between the real and financial sectors. 

In the absence of any clear theoretical framework that captures the interrelationship between the two sectors, it becomes difficult to characterize the nature of a financial shock on real output. Does a shock in the financial sector have a short-run ‘transitory’ effect on output, or does it have a ‘permanent’ effect, destroying part of the productive capacity of an economy? This is a very important question from a policy perspective, since a ‘transitory’ change in output is a stabilization policy issue while a ‘permanent’ change in the productive capacity affects the long-run growth path, and has to be dealt with structural policies.
  In the absence of much insight from theoretical models on these issues, focus has shifted to empirical studies that try to determine both the short-run and the long-run effects of financial shocks on real output.  As a result, there is a growing empirical literature focusing on the relationship between financial and real variables, and two broad approaches have emerged. The first approach gives prominence to the relationship between real market and the banking variables (Levine, 1997) while the second approach deals with the relationship between real market and the stock market (Fama, 1990, Cheung and Ng, 1998). Interestingly, not much has been discussed in the literature incorporating both the segments of financial markets probably due the fact that most countries are dominated by either the banking sector or the stock market (Levine, 1997) in their financial structure.  Consequently the country-specific empirical studies take into account the dominant segment of the market. However in many economies, both the segments play important roles and hence there is a need to incorporate variables from both segments and study their effect on the real sector.  

The financial markets in India have traditionally been dominated by banks but following the reforms, the stock markets have become more important.  In order to capture this structural aspect of the financial sector, we have included variables from both segments of the financial market.  Since shocks to real output are also capable of affecting the financial variables, any analysis of this issue has to be undertaken in a framework that allows both real and financial variables to be simultaneously determined. This makes the cointegrating VAR approach, or equivalently the VECM framework, ideal for such an analysis.  We use this approach, where the modeling strategy focuses on the long-run theory restrictions and leaves the short-run dynamics largely unrestricted a la Johansen and Juselius (1990) and Garret et al (2003). In the VAR-based models the main challenge lies in the identification of impulse responses, which are dependent on the ordering of the variables. However, in the present study we have used Pesaran and Shin’s (1998) generalized impulse response technique that generates impulse responses that are independent of the ordering of the variables in the vector error correction model. 

In the cointegrating VAR approach, the model is driven by a long-run cointegrating vector that represents an equilibrium relationship between the variables. However, this modeling strategy does not necessarily require the relationship to be validated in terms of a formal theoretical model
. Considering the strength of this line of modeling strategy, the present study has proposed a cointegrating relationship between a real variable, a banking sector variable and a stock market variable on the basis of a priori economic logic.  This long-run relationship is based on the impact of financial constraints on the productive capacity of an economy.  It may be noted that in the macroeconomic literature, the productive capacity of an economy is defined in terms of its ‘potential’ output.
  This is the maximum level of output that can be produced without ‘overstraining’ the factors of production and hence it is compatible with stable rates of inflation.  This ‘potential’ output of an economy is determined by capital stock, labour supply and technology.  However, in a ‘finance constrained’ economy, some of these factors, particularly the stock of capital, depend on the availability of finance.  Hence there is a strong possibility that the volume of financial intermediation will have a long-run equilibrium relationship with potential output. Simultaneously in the short-run, the financial sector may affect output through the ‘balance sheet effects’ and ‘wealth effects’ etc. A VECM model of real and financial sector variables can empirically establish these different types of effects on output.  Of course, given that the framework treats both real and financial variables endogenously, any reverse impact from the real to the financial sectors (both short and long-run) will be captured as well.  The plan of the paper is as follows. The next section presents the model and results. Section three draws conclusions and discusses policy implications.

A VECM Model and Results

The first step in our attempt is to identify the variables that will be used in this analysis.  The aggregate GDP is usually taken as the standard measure of real output in an economy. In this paper, however, we use the constant price Index of Industrial Production (IIP) as a proxy for real output for two reasons. First, this is available at the monthly frequency and hence gives a larger sample size for the given period of analysis. Secondly, by not including the services sector and hence the financial sector in output, we are able to avoid the problem of aggregation, i.e., establishing a relationship between output and one of its components.  

The financial sector comprises of different parts including bank credit and the stock market.  Other sources of finance include foreign flows, non-bank financial companies and the corporate bond market.  In this study, we include two financial sector variables, i.e., non-food credit and the Bombay Stock Exchange index of stock prices.  The first variable is an appropriate proxy for financial intermediation through the banking sector since our output variable does not include agricultural output.  As far as stock markets are concerned, it may be argued that market capitalization is an appropriate proxy for financial intermediation through this sector.  However, in this study, we use stock prices for two reasons.  First, higher stock prices (in the secondary market) reflect positive expectations of future returns from investments, and hence should lead to larger financial intermediation through the primary markets. Figure 1, which shows that there is a close relationship between stock prices and resources raised by the corporate sector in the post-reform period, confirms this. Second, for the same reason, higher stock prices in an economy are expected to result in more financial intermediation from the other sources like foreign financial flows etc. Figure 2 confirms this by showing that stock prices and external commercial borrowings have similar trends. Thus, stock prices are a proxy for all non-bank based sources of finance.   In the empirical exercise, the two financial variables are each normalized by the wholesale Price Index (WPI) in order to calculate them in real terms.  Monthly data on all three variables are collected from April 1994 to June 2008, giving a sample size of 171.  

Figure 1: Trends in Monthly Stock Price Index and Resources Raised by Corporate Sector through Equity Issues (April 2005 to March 2009) 
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Note: BSE is Monthly Averages of BSE SENSEX and EI is monthly Equity Issues. Both variables have been filtered (Hodrick - Prescott) to smoothen the short run fluctuations.

Source: Handbook of statistics on the Indian securities market 2009, Securities and Exchange Board of India.
Figure 2: Trends in Monthly Stock Price Index and External Commercial Borrowings

(April 2005 to March 2009) 
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Note: BSE is Monthly Averages of BSE SENSEX and ECB is monthly External Commercial Borrowings. Both variables have been filtered (Hodrick - Prescott) to smoothen the short run fluctuations.

Source: Current Statistics, Reserve Bank of India and Handbook of statistics on the Indian securities market 2009, Securities and Exchange Board of India.
.

The next step in the analysis is to de-seasonalise the monthly data.  We use the X-11 techniques pioneered by the U.S. Federal Bureau of Census who use this method to seasonally adjust publicly released data.  Methodologically, the seasonality in any time series generally cannot be identified until the trend is known, but a good estimate of the trend cannot be made until the series has been seasonally adjusted. Therefore X11 uses an iterative approach to estimate these components of a time series. These are based on the ‘ratio to moving average’ procedure which consists of the following steps (1) estimate the trend by a moving average of an appropriate length (2) remove the trend from the variable leaving the seasonal and irregular components (3) estimate the seasonal component using moving averages that smooth out the irregulars (4) use the estimated seasonal component to get a primary estimate of a de-seasonalized time series (5) repeat the first three steps above until the final estimate of the de-seasonalized time series is generated.   We have used the X11 routines in the Eviews software in order to de-seasonalize the monthly data for real output (IIP), real stock price (BSE) and real non-food credit (NFC).  Since the VECM model is (later) estimated using the logarithms of the variables, we convert the (de-seasonalised) data to their natural logarithm. Thus the three variables used for the VECM analysis is the log of real output (LIIP), the log of real stock price (LBSE) and the log of non-food credit (LNFC).
Next, the order of integration of the variables has to be established. In order to do this, we have put them to three different types of unit root tests, i.e. the Augmented Dickey-Fuller test (ADF), Phillips-Perron test (PP) and the Kwiatkowski-Phillips-Schmidt-Shin test (KPSS).  The test results for the levels and first-differences for the three variables are given in table 1.  From this table, we find that all three tests show that the three variables are non-stationary at levels and stationary at first-differences.  From this, we conclude that all three variables can be treated as I(1) variables.

Table 1. Results of Unit Root Tests

	
	
	
	ADF
	PP
	KPSS

	LIIP
	Level
	Test Statistics
	-0.731218
	-2.647919
	0.258194

	
	
	Critical Value
	-2.878515
	-3.436475
	0.146000

	
	
	Probability
	0.8348
	0.2599
	NA

	
	First Difference
	Test Statistics
	-22.56711
	-23.14044
	0.189748

	
	
	Critical Value
	-2.878515
	-2.878515
	0.463000

	
	
	Probability
	0.00
	0.00
	NA

	LBSE
	Level
	Test Statistics
	-1.255587
	-1.396421
	0.334605

	
	
	Critical Value
	-3.436475
	-3.436475
	0.146000

	
	
	Probability
	0.8949
	0.8588
	NA

	
	First Difference
	Test Statistics
	-11.65065
	-11.82590
	0.354176

	
	
	Critical Value
	-2.878515
	-2.878515
	0.463000

	
	
	Probability
	0.00
	0.00
	NA

	LNFC
	Level
	Test Statistics
	2.071768
	2.278323
	0.380131

	
	
	Critical Value
	-2.878413
	-2.878413
	0.146000

	
	
	Probability
	0.9999
	1.00
	NA

	
	First Difference
	Test Statistics
	-14.99417
	-14.93874
	0.126572

	
	
	Critical Value
	-3.436634
	-3.436634
	0.146000

	
	
	Probability
	0.00
	0.00
	NA


ADF: Augmented Dickey-Fuller; PP: Phillips-Perron; KPSS: Kwiatkowski-Phillips-Schmidt-Shin

Test critical values at 5% level of significance.  Probability is available only for ADF and PP tests.

Since all the variables are integrated of order one (I(1)), we cannot model them as a VAR in levels. If the variables are also cointegrated, they can be represented by a VAR in differences with an ‘error correction’ component, i.e., by a Vector Error Correction Model (VECM).  In order to construct the VECM, we need to determine the order of the VAR, i.e., the optimum number of lags.  The optimum lag length can be determined either by using Information Criteria (the Akaike (AIC) or the Schwartz (SBC) Information Criteria) or by Likelihood Ratio Tests. Table 2 gives AIC, SBC and Chi-Square values of the Likelihood Ratio Tests for a VAR of the three variables for varing lag lengths (up to six lags given the monthly nature of the data).  The two information criteria and the likelihood ratio tests show that the optimal order of the VAR is two, i.e., two lag lengths are optimal for the system.  This implies that the error correction form of the VAR will have a lag length of one.

Table 2. Test Statistics and Choice Criteria for Selecting the Order of the VAR Model

	ORDER
	AIC
	SBC
	Likelihood Ratio (LR)Test
	Adjusted LR Test

	6
	1193.6
	1100.4
	--------
	--------

	5
	1199.7
	1120.5
	CHSQ(  9) =   5.8076  [.759]
	5.1037   [.825]

	4
	1199.2
	1134
	CHSQ( 18) =  24.7952 [.131]
	21.7897 [.241]

	3
	1202.8
	1151.6
	CHSQ( 27) =  35.4888 [.127]
	31.1871 [.264]

	2
	1205.4
	1168.1
	CHSQ( 36) =  48.3437 [.082]
	42.4838 [.212]

	1
	1189.2
	1165.9
	CHSQ( 45) =  98.8548 [.000]
	86.8724 [.000]

	0
	635.7
	626.3
	CHSQ( 54) =   1223.7  [.000]
	1075.4   [.000]


AIC: Akaike Information Criterion; SBC: Schwarz Bayesian Criterion

Adjusted LR Test adjusts for the sample size

Once the order of the VAR is determined, we can test whether these exists any long run relationship between the variables.  Technically, this implies determining the number of cointegrating vectors in the system consisting of the three variables.  We use Johansen’s Maximum Likelihood Approach to test for cointegration between the variables.  As is well known in the literature, these tests are very sensitive to the assumptions made about the deterministic components (i.e., the intercept and the trend) of the model. It is usual to distinguish between five cases namely, (i) no intercepts and no trends (ii) restricted intercepts and no trends (iii) unrestricted intercepts and no trends (iv) unrestricted intercepts and restricted trends and (v) unrestricted intercepts and unrestricted trends.  The five cases are nested so that case (i) is contained in case (ii) which is contained in case (iii) and so on. In order to choose one of these cases, Hansen and Juselius (1995) suggest a method called the “Pantula principle” for simultaneously determining rank and deterministic components of the system. This principle involves a number of steps.  First, using the Trace test, we test the null hypothesis of zero cointegrating vectors for case (i) (i.e., the most restricted model).  If that hypothesis is rejected, the same hypothesis is considered for case (ii) and so on. If the hypothesis is rejected for the most unrestricted model considered (case (v)), the procedure continues by testing the null hypothesis of at most one cointegrating vector for the most restricted model considered (case (i)). If this hypothesis is rejected, the same hypothesis is tested for case (ii) and so on. The process stops when the hypothesis is not rejected for the first time.  

In a recent study however, Hjelm and Johansson (2005) has shown that the “Pantula principle” suffers from a major drawback, i.e., it is heavily biased towards choosing case (iii) when the correct data generating process is given by case (iv). They have instead proposed a modification, which they call the ‘modified Pantula principle’, which improves the probability of choosing the correct model significantly. According to them, firstly cases that are not compatible with economic theory or the data set are to be excluded (this usually excludes case(i)).  Next, the “Pantula principle” is followed and if this chooses cases (ii), (iv) or (v), then accept the result.  If the “Pantula principle” chooses case (iii), test for the presence of a linear trend in the cointegrating space. If the null of no trend is rejected, choose case (iv), otherwise choose case (iii).

Using this ‘modified Pantula principle’, we find that although the ‘Pantula principle’ initially suggests case (iii), the null of no linear trend in the cointegrating space is rejected and hence case (iv), i.e., unrestricted intercepts and restricted trends, is the most appropriate assumption about the deterministic components for our analysis.  Table 3 and Table 4 give the results of the Likelihood Ratio tests based on the Maximum Eigenvalue and the Trace of the stochastic matrix respectively, under the assumption of unrestricted intercepts and restricted trends.  Both these tests confirm the existence of one cointegrating vector between the variables, i.e. the existence of one long-run relationship between them.  In order to identify this long-run relationship, we normalize the cointegrating vector on the output variable LIIP (i.e., the logarithm of IIP).  Table 5 gives the long-run coefficients and the standard errors of the estimates.  All the coefficients have the right signs.  It may be noted that the ‘modified Pantula principle’ requires that we test for the significance of the linear trend in the cointegrating vector using the over-identifying restriction that the coefficient of the linear trend is zero.  Table 6 gives the chi-square value of this Likelihood Ratio test of the over-identifying restriction.  The test rejects the restriction and supports our assumption about the deterministic components of the model.

Table 3. Cointegration test based on Maximal Eigenvalue of the Stochastic Matrix
	Null Hypothesis
	Alternative Hypothesis
	Test Statistic
	95% Critical Value

	r = 0
	r = 1
	31.7068
	25.4200

	r<= 1
	r = 2
	9.6545
	19.2200

	r<= 2
	r = 3
	6.1431
	12.3900


Note: Cointegration with unrestricted intercepts and restricted trends in the VAR.

Table 4. Cointegration test based on Trace of the Stochastic Matrix
	Null Hypothesis
	Alternative Hypothesis
	Test Statistic
	95% Critical Value

	r = 0
	r>= 1
	47.5044
	42.3400

	r<= 1
	r>= 2
	15.7976
	25.7700

	r<= 2
	r = 3
	6.1431
	12.3900


Note: Cointegration with unrestricted intercepts and restricted trends in the VAR.

Table 5. Cointegrating Vector (CV) subject to exactly identifying restriction

	
	LIIP
	LBSE
	LNFC
	TREND

	Cointegrating Vector
	1.0000
	-0.045732
	-0.20050
	-0.0027629

	Standard Error
	(None)
	(0.027708)
	(0.089976)
	(0.9109E-3)


Note: The normalizing of the CV with respect to LIIP provides the one exactly identifying restriction. 

Table 6. Likelihood Ratio Test of significance of Linear Trend in Cointegrating Vector 
	
	LIIP
	LBSE
	LNFC
	TREND

	Cointegrating Vector
	1.0000
	0.017021
	-0.46609
	0.00

	Standard Error
	(None)
	(0.020756)
	(0.016535)
	(None)

	LR Test of Restrictions
	Chi Square (1) = 6.9550  [0.008]


Note: The CV is subject to the over-identifying restriction that the coefficient of the Linear Trend is zero.

Table 5 (i.e., the cointegrating vector) indicates that the long-run coefficient of the non-food credit from the banking sector is significantly larger than that of the stock market. This implies that bank intermediation has a far stronger long-run impact on industrial output compared to the stock market. We calculate the long-run multipliers for the two financial sectors by comparing the long-run change in IIP corresponding to a ‘one standard error, shock in each of the sectors. The values are 0.06 and 0.24 for the stock market and the banking sector respectively. Clearly, the banking sector provides a stronger growth impulse in the long-run compared to the stock market.  
Since the three variables are cointegrated, they can be represented equivalently in terms of an error correction framework.  Table 7 gives the estimated coefficients of the variables in each of the three error correction equations.  The details of each error correction equation are given in Appendix A at the end of the paper.

Table 7. Estimation results from the Vector Error Correction Model

	Regressor
	(LIIP
	(LBSE
	(LNFC

	Intercept
	 0.69868*
	-0.26631
	0.17179

	(LIIP(-1)
	 -0.44104*
	0.15709
	0.020861

	(LBSE(-1)
	0.00264
	0.09075
	0.009112

	(LNFC(-1)
	-0.07105
	0.3962
	    -0.13812***

	EC(-1)
	 -0.22109*
	0.084791
	-0.05093


Note:  The error-correction term (EC) = 1*LIIP – 0.045732*LBSE – 0.20050*LNFC – 0.0027629*TREND

* Significance at 1% level. *** Significance at 10% level.  Statistically insignificant coefficients are also included since they partly determine the Impulse Response Functions. 

Table 7 gives estimates of the short-run dynamics of the variables.  The third and fourth elements of column two are the short-run impact multipliers of a financial sector shock on the real sector.  It shows that the impact of stock prices on output is positive.  This is consistent with the wealth effect associated with an increase in the value of stocks that can lead to a demand-driven increase in output. Interestingly, the short-run impact of credit on output is negative. This result is counter-intuitive since a positive shock in bank credit is usually associated with a positive monetary shock, and this is expected to lead to a positive shock in output as well.  However, there is some evidence that the positive relationship between money and credit breaks down in the short-run in the Indian scenario. Nachane and Ranade (2005) have shown that over a period that mostly overlaps with our study, a positive monetary shock has a negative short-run impact on non-food credit, which is consistent with ‘Relationship banking’ theories in credit markets that are ‘demand-driven’ in the short-run. Given such a negative (short-run) relationship between money and credit, a positive shock in bank credit can be associated with a negative output shock simply because both are the result of a negative monetary shock.

The third and fourth elements of row two of table 7 are the short-run impact multipliers of a real sector shock on the financial sector. There is a positive impact multiplier in both cases.  A positive output shock leads to higher stock prices through the expectation of future growth. In the credit market, higher output leads to a higher demand for credit that is supplied by accommodating banks.  This again confirms the ‘demand-driven’ nature of the credit market in the short-run.  Table also shows that the two parts of the financial sector, i.e., the stock market and bank credit, have a positive short-run impact on each other.  The impact of the stock market on bank credit is possibly through a ‘wealth effect’ led ‘output effect’ that leads to ‘demand driven’ change in bank credit.  Higher bank credit, on the other hand, lead to higher stock prices through the expectation of future growth.  

The last row of table 7 shows the short-run adjustment of each variable to the disequilibrium in the long run cointegrating relationship in terms of the error correction coefficient.  We find that output is the only variable that has a statistically significant error correction coefficient with the correct sign.  This implies that the financial variables are weakly exogenous and hence in the long run, causality runs from the financial to the real sector.  Among the financial sector variables, the error correction coefficient of the real stock prices has the correct sign, indicating that its short-run dynamics works to correct the disequilibrium in the long-run relationship.  The error correction coefficient for the bank credit variable, on the other hand, has the wrong sign.  This seems to indicate that in the long-run, bank credit is determined by monetary policy, which is anti-cyclical. Hence any increase in actual output above ‘potential output’ leads to monetary contraction and hence falling bank credit.

The dynamic properties of the model are next studied with the help of Impulse Response Functions and the Forecast Error Variance Decomposition.  The Impulse Response Functions can be used to study the time profile of the effect of a shock in one variable to the other variables in the system. Traditional (orthogonalized) impulse response analysis suffers from the well-known limitation that the impact weights are dependent on the ordering of the variables in the VAR. Since most economic theories and models do not specify these orderings, the models have to assume some ordering based on other considerations. Koop et.al (1996) and Pesaran and Shin (1998) develop the concept of Generalized Impulse Response Functions (GIRF) that are independent of the ordering of the variables and hence overcomes the necessity to choose a particular ordering. These GIRFs are the difference between the expectation of a future value of the variable conditioned on the shock as well as the history of the system and its expectation conditioned on its history alone. The GIRFs are, however, empirically coherent solutions to the analysis of impulse responses only when the shocks affect observed variables (as opposed to unobserved shocks). In this study, we are interested in the short and long run impact of shocks to one of the three observed variables on the other variables in the system. Hence we use GIRFs (Pesaran and Shin, 1998) instead of orthogonalised Impulse Response Functions.
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Figure 1. Generalized Impulse Response(s) of Real Output to shocks in Financial Sector variables.
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Figure 2. Generalized Impulse Response(s) of Financial Sector variables to shocks in Real Output.

Figure 1 shows the impulse responses of unit (one standard deviation) shocks to each of the two financial sector variables on output.  It is clear that positive shocks to either of the two financial sector variables have a positive permanent impact on output in the long-run, reflecting the cointegrated nature of the real and financial sector variables.  In the short run however, as shown in Table 7 and discussions following it, a positive shock in real stock prices has a positive impact on output, but a similar shock in the value of bank credit has a negative impact on output.  The contrary effects of a shock in bank credit on output in the short and the long run results in a “J-curve”, i.e., output falls in the short run as bank credit goes up but then rises to its long-run equilibrium.  Figure 2 shows the impulse response of a unit shock in output on the two financial sector variables.  It shows that a positive shock in output has very different long-run effects on the two financial variables.  Thus, real stock prices go up in the long-run while bank credit falls below the pre-shock levels as result of any shock in the real sector.  This happens due to the fact that the error correction coefficient for stock prices is positive while that for the credit variable is negative, the latter reflecting anti-cyclical monetary policy.  These dissimilar effects on the two parts of the financial sector have an interesting implication as far as the nature of the output shock in concerned.  Since the output shock has contrary effects on these two variables in the long run, output itself adjusts to the disequilibrium (due to the shock) in such a way that in the long run, it is almost back to its pre-shock levels.  This is clear from Figure 3, which shows the impulse response of a unit shock in output on output over time.  Thus, an output shock behaves almost like a transitory shock, even though it is cointegrated with the other two variables in the system.
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Figure 3. Generalized Impulse Response of Real Output to shock in Real Output.
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Figure 4. Generalized Impulse Response(s) of Financial Sector variables to shocks in Financial Sector variables.

Figure 4 shows the impulse response of unit shocks to each of the two financial sector variables and its impact on the other.  Thus, it captures the dynamic inter-linkages between stock prices and bank credit.  A shock in the stock prices, as shown in this graph, leads to an increase in bank credit in the long run.  This result is clearly counterintuitive, since an increase in the supply of financial inputs due to an increase in stock prices should have led to a decrease in finance through bank credit, in order to restore the equilibrium described by the long-run relationship between the three variables.  This disequilibrating behavior of bank credit can again be explained (as in an earlier section) in terms of long run anti-cyclical monetary policy objectives.  A positive shock in stock prices leads to higher financial intermediation, which in turn leads to an increase in ‘potential output’ and hence lowers actual output relative to its ‘potential’ values. If the monetary policy is anti-cyclical, this leads to expansionary monetary policy and hence higher bank credit as a result of the shock.  On the other hand, the long run impact of a positive shock in bank credit on stock prices is also positive in the long-run, but for very different reasons.  Here, there is a very strong and positive short-run impact of bank credit on stock prices.  Consequently stock prices do decrease in order to restore equilibrium but the error correction coefficient in far weaker than the short-run effect.  These contrary effects of bank credit on stock prices in the short and the long-run results in a ‘overshooting effect”, i.e., stock prices rise in the short run but then falls to much lower levels in the long run.

Finally, we carry out a Forecast Error Variance Decomposition (FEVD) that indicates the amount of information each variable contributes to the other variables in the VECM model. More specifically, the decomposition shows how much of the forecast error variance of each of the variables can be explained by exogenous shocks to the other variables in the system. Since our results earlier indicated that causality runs from the financial variables to output, our interest lies in studing what proportion of the variance of forecast error of output is explained by each of the two parts of the financial sector, i.e., stock markets and banks. Figure 5 shows the Forecast Error Variance Decomposition of output. It indicates that in the long run, most of the variance in the forecast error of output is explained by shocks in the financial sector. Further, it shows that shocks in the stock market explain a larger proportion of the error in output than does the banking sector.  Since the long-run coefficient of bank credit on output is higher than that of stock prices, this is possible only because there is very little variability in bank credit.  Once again, this may be due to the dampening effect of anti-cyclical monetary policy.
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Figure 5. Generalized Forecast Error Variance Decomposition for Real Output

Summary and Policy Implications

The present study attempts to establish the relationship between financial markets and real output in India following the adoption of significant financial sector reforms.  The research strategy involves the estimation and analysis of a Vector Error Correction Model (VECM) of real and financial sector variables. The analysis throws up a number of results that illuminate the relationship between these sectors. The main objective of this paper is to understand the nature of a financial shock and its impact on real output. We find that a financial shock has a long-run impact on real output.  The existence of a cointegrating relationship between the financial sector variables and real output implies that there is an equilibrium relationship between them.   This implies that an adverse shock in the financial sectors not only brings down output in the short-run, but also diminishes productive capacity in the long-run. Thus, even if the economy recovers its long run growth rate after the shock dissipates, it will not move along its original trend-path, but on a lower one.  Secondly, the study indicates that financial intermediation ‘causes’ real output but real output does not ‘cause’ financial intermediation.  The statistical significance of the error correction coefficient for real output and the lack of statistical significance of the error correction coefficient of the financial variables in the VECM, implies that the latter are ‘weakly exogenous’.  Thus, real output is the equilibrating or adjusting variable and hence ‘causality’ is unidirectional, from financial intermediation to real output.  Thirdly, non-food credit has a far stronger long-run impact on industrial output compared to the stock market. This is confirmed both by the coefficient of the variables in the cointegrating vector as well as the calculated long-run multipliers. Fourthly, non-food credit may be influenced by anti-cyclical monetary policy.  The negative sign of the error correction coefficient for non-food credit implies that it widens the disequilibrium following a shock in real output or stock price rather than correct it.  This is due to the influence of anti-cyclical monetary policy on non-food credit.  Such a policy is contractionary whenever actual output is more than ‘potential output’ and expansionary if the reverse is true.  Thus, following a positive output shock, there is a monetary and credit contraction as actual output becomes higher than its ‘potential’, bringing down ‘potential output’ further and hence widening the disequilibrium.  Similarly, following a positive shock in stock prices that leads to more financial intermediation and hence higher ‘potential output’, there is a monetary and credit expansion since actual output is lower than its ‘potential’, pushing up ‘potential output’ further and hence again widening the disequilibrium.  Lastly, the low variability in bank credit result in the banking sector playing a secondary role to the stock market, despite having a much higher potential to generate growth.  The Forecast Error Variance Decomposition exercise, together with the earlier results, clearly indicates this.
There are a number of policy lessons that follow from the above conclusions.  Firstly, stabilization policies are not sufficient to deal with recessions resulting from shocks in financial markets.  Since financial shocks have an impact, not only on output but also on the long-run productive capacity, it is not sufficient to deal with them with demand boosting policies as they affect the supply side as well.  Rather, policies will also have to directly intervene in the process through which financial intermediation takes place in order to ensure that the shocks are minimized.  These would have to bring down the cost of financial intermediation, enabling banks and financial markets to increase their capacity for supplying more finance to the real sector.  The second lesson that follows from the analysis is that anti-cyclical monetary policy has a long-run impact on productive capacity through its impact on non-food credit.  Hence, it is erroneous to assume that monetary policy can be used for demand management without impacting the supply side of the economy. Since the multiplier effect of the banking sector on growth is significant, any squeeze on this sector due to tighter monetary policy can lead to a fall in the long-run growth rate.  Finally, policies that are adopted to boost the growth process have to pay sufficient attention to the development of financial markets in order to sustain a high rate of growth.  Since financial intermediation causes or leads to real output but there is no reverse causality, there is no scope for a virtuous cycle of cumulative causation between these two sectors. Thus, growth in output will be constrained by the development of the financial sector, and hence growth policies will have to focus on the structural problems that affect this sector.     

Appendix A: Error Correction Equations

Table A1. Error Correction equation for LIIP

	Regressor
	Coefficient
	Standard Error
	T-Ratio [Prob.]

	Intercept
	0.69868
	0.11971
	5.8364[0.000]

	(LIIP(-1)
	-0.44104
	0.062490
	-7.0577[0.000]

	(LBSE(-1)
	0.00264
	0.015196
	0.17379[0.862]

	(LNFC(-1)
	-0.07105
	0.065363
	-1.0863[0.279]

	EC(-1)
	-0.22109
	0.038375
	-5.7613[0.000]


Note:  The error-correction term (EC) = 1*LIIP – 0.045732*LBSE – 0.20050*LNFC – 0.0027629*TREND

The dependent variable is (LIIP.

Table A2. Error Correction equation for LBSE

	Regressor
	Coefficient
	Standard Error
	T-Ratio [Prob.]

	Intercept
	-0.26631
	0.62183
	-0.42828[0.669]

	(LIIP(-1)
	0.15709
	0.32460
	0.48393[0.629]

	(LBSE(-1)
	0.090750
	0.078936
	1.1497[0.252]

	(LNFC(-1)
	0.39620
	0.33953
	1.1669[0.245]

	EC(-1)
	0.084791
	0.19934
	0.42536[0.671]


Note:  The error-correction term (EC) = 1*LIIP – 0.045732*LBSE – 0.20050*LNFC – 0.0027629*TREND

The dependent variable is (LBSE.

Table A3. Error Correction equation for LNFC

	Regressor
	Coefficient
	Standard Error
	T-Ratio [Prob.]

	Intercept
	0.17179
	0.14472
	1.1871[0.237]

	(LIIP(-1)
	0.020861
	0.075544
	0.27615[0.783]

	(LBSE(-1)
	0.009112
	0.018370
	0.49604[0.621]

	(LNFC(-1)
	-0.13812
	0.079017
	-1.7480[0.082]

	EC(-1)
	-0.050930
	0.046391
	-1.0978[0.274]


Note:  The error-correction term (EC) = 1*LIIP – 0.045732*LBSE – 0.20050*LNFC – 0.0027629*TREND

The dependent variable is (LNFC
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� In this context it may be noted that while the current policy focus in most countries is on the short-run stabilization of the economy, there are concerns being raised about the long-run implications of financial shocks as well (Furceri and Mourougane, 2009).  


� In fact, some attempts have been made with limited success to statistically select the cointegrating variables without reference to any explicit economic model.


� It is also called ‘natural’ output in the literature.





