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Quantum Stochastic Calculus and
Quantum Gaussian Processes

K. R. Parthasarathy

Abstract In this lecture we present a brief outline of boson Fock space
stochastic calculus based on the creation, conservation and annihilation
operators of free field theory, as given in the 1984 paper of Hudson and
Parthasarathy [9]. We show how a part of this architecture yields Gaussian
fields stationary under a group action. Then we introduce the notion of semi-
groups of quasifree completely positive maps on the algebra of all bounded
operators in the boson Fock space Γ (Cn) over Cn. These semigroups are
not strongly continuous but their preduals map Gaussian states to Gaussian
states. They were first introduced and their generators were shown to be of
the Lindblad type by Vanheuverzwijn [19]. They were recently investigated in
the context of quantum information theory by Heinosaari, Holevo and Wolf
[7]. Here we present the exact noisy Schrödinger equation which dilates such
a semigroup to a quantum Gaussian Markov process.

1 Introduction

Consider a system whose state at any time is described by n real coordinates
(ξ1(t), ξ2(t), . . . , ξn(t)). As an example one may look at the system of a single
particle moving in the space R3 and its state consisting of six coordinates,
three for its position and three for its velocity components. Suppose a charac-
teristic of the system described by a function f of the state is being studied.
Then such a characteristic changes with time and we write

X(t) = f(ξ1(t), . . . , ξn(t)). (1)
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Such a change is described by its differential

dX(t) =

n∑

j=1

∂f

∂ξj
(ξ1(t), . . . , ξn(t)) dξj(t). (2)

If Y (·) is another characteristic such that

Y (t) = g(ξ1(t), . . . , ξn(t)) (3)

then
dX(t)Y (t) = X(t)dY (t) + Y (t)dX(t). (4)

Note that (2) is interpreted as

X(t+ h)−X(t) =

∫ t+h

t

n∑

j=1

∂f

∂ξj
(ξ1(t), . . . , ξn(t))

dξj

dt
dt (5)

In two seminal papers in 1944 and 1951, K. Ito [11], [12] developed a method
for such a differential description when the path

ξ(t) = (ξ1(t, ω), ξ2(t, ω), . . . , ξn(t, ω))

is random, i.e., subject to the laws of chance and the randomness is described
by points ω in a probability space. Two paradigm examples of such random
paths or trajectories come to our mind: the continous Brownian motion ex-
ecuted by a small particle suspended in a fluid and the jump motion of the
number of radioactive particles emitted during the time interval [0, t] by a
radioactive substance undergoing radioactive decay. The first example yields
a Gaussian process with independent increments and the second yields a
Poisson jump process.

To begin with we consider a standard Brownian motion process B(t) =
(B1(t), B2(t), . . . , Bn(t)) where Bi’s are independent and each {Bj(t), t ≥ 0}
is a standard Brownian motion process with continuous sample paths and
independent increments, Bj(0) = 0 and Bj(t) being normally distributed
with mean 0 and variance t. To do a differential analysis of functionals of
such a Brownian motion one has to define stochastic integrals with respect
to such Brownian paths which are known to be of unbounded variation. In-
tegrands in such a theory of stochastic integration are the Ito functionals or
nonanticipating functionals. They are of the form

f(t,B(·)) = f(t, {B(s), 0 ≤ s ≤ t}), 0 ≤ t <∞

which take real or complex values. In other words the random variable
f(t,B(·)) depends on t and the whole Brownian path in the interval [0, t].
For n + 1 such Ito functionals f1, f2, . . . , fn, g the Ito theory associates an
integral of the form
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X(t) = X(0) +
n∑

j=1

∫ t

0

fj(s,B)dBj(s) +

∫ t

0

g(s,B)ds (6)

and shows that for a large linear space of such vector-valued functionals
(f1, f2, . . . , fn, g), such integrals are well-defined and have many interesting
properties. If (6) holds for every t in an interval [0, T ] we write

dX(t) =
n∑

j=1

fj(t,B)dBj(t) + g(t,B)dt (7)

for 0 ≤ t ≤ T with the prescribed initial value X(0). If we have another
relation of the form (7), say,

dY (t) =
n∑

j=1

hj(t,B)dBj(t) + k(t,B)dt (8)

in [0, T ] with an initial value Y (0), then both X(t) = X(t,B), Y (t) = Y (t,B)
are again Ito functionals and one can ask what is the differential of the
product Ito functional X(t)Y (t), 0 ≤ t ≤ T. The famous Ito’s formula states
that

dX(t)Y (t) = X(t)dY (t) + Y (t)dX(t) + dX(t)dY (t) (9)

where

dX(t)dY (t) =





n∑

j=1

fj(t,B)hj(t,B)



 dt. (10)

This is best expressed in the form of a multiplication table for the fundamen-
tal differentials dBj , 1 ≤ j ≤ n and dt :

dB1 dB2 · · · dBn dt

dB1 dt 0 · · · 0 0
dB2 0 dt · · · 0 0
...

...
...

...
...

dBn 0 0 · · · dt 0
dt 0 0 · · · 0 0

(11)

Here the last diagonal entry and all the nondiagonal entries are 0. This
multiplication table also implies that for any twice continuously differen-
tiable function ϕ(t, x1, x2, . . . , xn) on R × Rn, the Ito functional X(t) =
ϕ(t, B1(t), . . . , Bn(t)) satisfies
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dX(t) =
n∑

j=1

∂ϕ

∂xj
(t, B1(t), . . . , Bn(t))dBj(t)+




∂ϕ

∂t
+

1

2

n∑

j=1

∂2ϕ

∂x2j



 (t,B(t))dt.

(12)
Formulae (9)-(12) constitute the backbone of the Ito stochastic calculus and
its diverse applications.

Ito calculus has been extended to all local semimartingales and it is an
extraordinarily rich theory with applications to many areas ranging from
physics and biology to economics and social sciences. For the Poisson pro-
cess {Nλ(t), t ≥ 0} with intensity parameter λ the multiplication table for
differentials has the form

dNλ dt

dNλ dNλ 0
dt 0 0

(13)

For a comprehensive account of classical stochastic calculus we refer to [10].
Coming to quantum theory we observe that both chance and noncommu-

tativity of observables play an important role. A quantum stochastic process
may be roughly described by a family {Xt} of observables or, equivalently,
selfadjoint operators in a complex and separable Hilbert space H together
with a state ρ which is a nonnegative operator of unit trace in H. The opera-
tors Xt at different time points may not commute with each other. However,
one would like to have a ‘differential’ description of {Xt} in terms of the dif-
ferentials of some fundamental processes which may be viewed as quantum
analogues of processes like Brownian motion and Poisson process. Then the
differential description will depend on integrals of operator-valued processes
with respect to the fundamental processes. Borrowing from the fact that
there is a close connection between infinitely divisible distributions, classical
stochastic processes with independent increments and free quantum fields on
a boson Fock space as outlined in the papers of H. Araki [1], R. F. Streater
[18], K. R. Parthasarathy and K. Schmidt [17] we search for observables from
free field theory to provide us the fundamental processes and their differen-
tials. Our aim would then be to describe a quantum Ito’s formula or an Ito
table similar to (11) and (13). This goal is achieved in the paper [9] by Hud-
son and Parthasarathy. We shall follow [9] and use it to construct examples
of quantum Gaussian processes of the quasifree type [19], [7] as solutions of
quantum stochastic differential equations.

2 Boson Fock space and Weyl operators

All the Hilbert spaces we deal with will be assumed to be complex and sep-
arable and scalar products will be expressed in the Dirac notation. To any
Hilbert space H we associate its boson Fock space Γ (H) defined by
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Γ (H) = C ⊕H ⊕H s©2 ⊕ · · · ⊕ H s© n ⊕ · · · . (1)

where C is the 1-dimensional Hilbert space of complex numbers and H s©n

is
the n-fold symmetric tensor product of copies of H. The subspace H s©n

in
Γ (H) is called the n-particle subspace and C is called the vacuum subspace.
For any u ∈ H, define the exponential vector e(u) associated with u by

e(u) = 1⊕ u⊕ u⊗
2

√
2!

⊕ · · · ⊕ u⊗
n

√
n!

⊕ · · · (2)

and observe that

〈e(u)|e(v)〉 = exp〈u|v〉 ∀ u, v ∈ H. (3)

Denote by E the linear manifold generated by the set of all exponential vectors
in Γ (H) and call E the exponential domain. Then the following properties
hold:

(i) E is dense in Γ (H);
(ii) Any finite set of exponential vectors is linearly independent;
(iii) The correspondence u→ e(u) is strongly continuous.
(iv) Any bounded operator A in Γ (H) is uniquely determined by the map
u→ Ae(u), u ∈ H.

(v) Any correspondence e(u) → Ae(u), u ∈ H extends to a densely defined
operator with the dense domain E .

(vi) e(0) = 1⊕ 0⊕ 0⊕ · · · is the vacuum vector and

ψ(u) = e−‖u‖2/2e(u) (4)

is a unit vector. The pure state with density operator |ψ(u)〉〈ψ(u)| is called
the coherent state associated with u.

(vi) The correspondence

W (u)e(v) = e−1/2‖u‖2−〈u|v〉e(u+ v) ∀ v (5)

is scalar product preserving on the set of all exponential vectors for every
fixed u and therefore extends uniquely to a unitary operator W (u) on
Γ (H). The operator W (u) is called the Weyl operator associated with u.

The Weyl operators play a central role in quantum theory and particu-
larly in quantum stochastic calculus. They obey the following multiplication
relations:

W (u)W (v) = e−i Im〈u|v〉W (u + v), (6)

W (u)W (v)W (u)−1 = e−2i Im〈u|v〉W (v) (7)

for all u, v in H. The correspondence u→W (u) is strongly continuous. There
is no proper subspace of Γ (H) invariant under all the Weyl operators. We



8 K. R. Parthasarathy

summarize by saying that the correspondence u→W (u) is a projective uni-
tary and irreducible representation of the additive group H. Furthermore,
the correspondence t→ W (tu), t ∈ R is a strongly continuous unitary repre-
sentation of R and hence by Stone’s theorem there exists a unique selfadjoint
operator p(u) such that

W (tu) = e−it p(u), t ∈ R, u ∈ H. (8)

If H is finite dimensional and u → W ′(u) is a strongly continuous map
fromH into the unitary group of a Hilbert spaceK obeying the multiplication
relations (6) with W replaced by W ′ then there exists a Hilbert space h and
a Hilbert space isomorphism U : K → Γ (H)⊗ h such that

UW ′(u)U−1 =W (u)⊗ Ih ∀ u ∈ H.

In particular, if W ′(·) is also irreducible then h is one dimensional and W (·)
and W ′(·) are unitarily equivalent through U. This is the well-known Stone-
von Neumann theorem.

From (6) and (8) one obtains the following commutation relations:

[p(u), p(v)] = 2i Im〈u|v〉 ∀ u, v ∈ H (9)

on the domain E . The domain E is a common core for all the selfadjoint
operators p(u) and E is contained in the domain of all products of the form
p(u1)p(u2) . . . p(un), ui ∈ H. Writing

q(u) = −p(iu) (10)

a(u) =
1

2
(q(u) + ip(u)) (11)

a†(u) =
1

2
(q(u)− ip(u)) (12)

we obtain closable operators in the domain E obeying the following commu-
tation relations:

[a(u), a(v)] = 0, (13)

[a†(u), a†(v)] = 0,

[a(u), a†(v)] = 〈u|v〉.

Furthermore the correspondence u→ a(u) is antilinear, u→ a†(u) is linear,

a(u)e(v) = 〈u|v〉e(v),
〈e(v)|a(u)e(w)〉 = 〈a†(u)e(v)|e(w)〉

for all u, v, w in H. If we denote the closures of a(u) and a†(v) on E by the
same symbols one obtains their actions on n-particle vectors as follows:



Quantum Stochastic Calculus and Quantum Gaussian Processes 9

a(u)e(0) = 0, (14)

a(u)v⊗
n

=
√
n〈u|v〉v⊗n−1

a†(u)v⊗
n

= (n+ 1)−1/2
n∑

r=0

v⊗
r ⊗ u⊗ v⊗

n−r

.

These relations show that a(u) maps H s©n

into H s©n−1

whereas a†(u) maps

H s©n

into H s©n+1

. In view of this property a(u) and a†(u) are called anni-
hilation and creation operators associated with u.

For any selfadjoint operatorH inH with domainD(H) denote by E(D(H))
the linear manifold generated by {e(u)|u ∈ D(H)}. For any unitary operator
U in H define the operator Γ (U) in Γ (H) by putting

Γ (U)e(u) = e(Uu), u ∈ H,

noting that it is scalar product preserving and hence extending it to a unitary
operator on Γ (H). Then for any two unitary operators U, V in H one has the
relation Γ (U)Γ (V ) = Γ (UV ). Now we see that Γ (e−itH), t ∈ R is a strongly
continuous one parameter unitary group and therefore, by Stone’s theorem,
there exists a selfadjoint operator λ(H) in Γ (H) such that

Γ (e−itH) = e−it λ(H), t ∈ R. (15)

Γ (U) is called the second quantization of U and λ(H) is called the differential
second quantization of the selfadjoint operator H. For v ∈ D(H) one has the
relation

λ(H)v⊗
n

=
n−1∑

r=0

v⊗
r ⊗ λ(H)v ⊗ v⊗

n−r−1

(16)

Thus λ(H) sends an n-particle vector to an n-particle vector and hence λ(H)
is called the conservation operator associated with H.

If H is any bounded operator in H one can express

H =
H +H†

2
+ i

H −H†

2i

and put

λ(H) = λ

(
H +H†

2

)
+ iλ

(
H −H†

2i

)
.

If we denote by B(H) the algebra of all bounded operators on H with the
adjoint operation † as involution then the following hold:

(i) The map H → λ(H) is linear on B(H);
(ii) λ(H)† = λ(H†);
(iii) On the domain E the following commutation relations hold:
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(a) [λ(H1), λ(H2)] = λ([H1, H2]), (17)

(b) [a(u), λ(H)] = a(H†u),

(c) [λ(H), a†(u)] = a†(Hu)

In terms of the Weyl operators and second quantization of unitary operators
in H one has the following relations:

W (u)Γ (U) = e
1
2
‖u‖2

ea
†(u)Γ (U)e−a(U−1u),

W (u) = ea(u)−a†(u)

Γ (U)W (u)Γ (U)−1 = W (Uu)

for all u ∈ H and unitary operators in H. The first two identities are to be
interpreted in a weak sense on the domain E .

It is to be emphasized that the Weyl operators and second quantization
yield a rich harvest of interestig observables p(u) and λ(H) as u varies in H
and H varies in the set of all selfadjoint operators. In the next section we
shall examine their statistical properties in the vacuum state.

3 Statistics of observables arising from Weyl operators

and secod quantization

First, we begin with a general remark about the mechanism by which clas-
sical stochastic processes arise in the quantum framework. Suppose H0 is
the Hilbert space of a quantu system and ρ is a state in H0, i.e., a positive
operator of unit trace. Let {Xt, t ∈ T } be a commuting family of selfadjoint
operators in H0 or, equivalently, observables. Then write

ϕt1,t2,...,tn(x1, x2, . . . , xn) = Tr ρ exp i

n∑

j=1

xjXtj (1)

for any x1, x2, . . . , xn in R and {t1, t2, . . . , tn} ⊂ T. Then ϕt1,t2,...,tn is
the characteristic function (or Fourier transform of a probability measure
µt1,t2,...,tn in Rn or, more precisely, R{t1,t2,...,tn}, so that

ϕt1,t2,...,tn(x1, x2, . . . , xn) =

∫

Rn

eix·yµt1,...,tn(dy). (2)

The family {µt1,...,tn , {t1, t2, . . . , tn} ⊂ T } of finite dimensional probability
distributions is consistent in the sense of Kolmogorov and therefore, by Kol-
mogorov’s consistency theorem, there exists a unique probability measure µ
on the product Borel space RT whose projection on any Rt1,...,tn is µt1,...,tn .

In other words, one obtains a classical stochastic process described by µ. If T
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is a real vector space and the map t→ Xt is linear we see that, in any state
ρ, one obtains a classical random field over T.

Now we choose a Hilbert space H and fix an orthonormal basis {e1, e2, . . .}
inH. Define AR to be the real linear space of all bounded selfadjoint operators
in H and fix a subspace A0 ⊂ AR where any two elements of A0 commute
with each other. In the boson Fock space Γ (H) defined by (1) in section 2
consider the following three families of observables:

(i) {p(u)|u ∈ HR},
(ii) {q(u)|u ∈ HR},
(iii) {λ(H)|H ∈ A0},

where HR is the closed real linear subspace spanned by ei, e2, . . . .

Then each of the three families above is commutative, thanks to (8), (9),
(10), (15) and (17) in section 2. Furthermore, the correspondence u→ p(u),
u→ q(u) and H → λ(H) are all real linear. Of course, one must take care of
the fact that the operators involved are unbounded. By our general remarks at
the beginning of this section each of the three families (i)-(iii) of observables
determines a classical random field in any fixed state ρ in Γ (H).

We now specialize to the case when ρ = |ψ(u0)〉〈ψ(u0)| is the coherent
state corresponding to u0 defined by (2) and (4) in Section 2. Note that

〈ψ(u0)|e−itp(u)|ψ(u0)〉
= 〈ψ(u0)|W (tu)|ψ(u0)〉
= e2it Im〈u0|u〉−

1
2
t2‖u‖2

which is the characteristic function of the normal distribution with mean
2 Im〈u0|u〉 and variance ‖u‖2. This also implies that

Tr e
−i

n∑
j=1

tjp(uj)

|ψ(u0)〉〈ψ(u0)|

= exp



2i

n∑

j=1

tjIm〈u0|uj〉 −
1

2

∑

i,j

titj〈ui|uj〉



 .

In other words {p(u)|u ∈ HR} is a classical Gaussian random field in the
state |ψ(u0)〉〈ψ(u0)| with mean functional m(·) and covariance kernel K(., .)
given by

m(u) = 2Im〈u0|u〉,K(u, v) = 〈u|v〉
for all u, v ∈ HR. By the same arguments {q(u)|u ∈ HR} is again a classical
Gaussian random field with the same covariance kernel but its mean func-
tional m′ is given by m′(u) = 2Re〈u0|u〉. Note that [q(u), p(v)] = 2i〈u|v〉 for
all u, v ∈ HR and therefore q(u) and p(v) need not commute with each other.

Let us now examine the case of the third family. We have for any fixed
u ∈ H and any selfadjoint operator H in H



12 K. R. Parthasarathy

〈ψ(u)|e−itλ(H)|ψ(u)〉
= e−‖u‖2〈e(u)|Γ (e−itH)|e(u)〉
= e−‖u‖2〈e(u)|e(e−itHu)〉
= exp〈u|e−itH − 1|u〉.

If PH is the spectral measure of H so that

H =

∫

R

xPH(dx)

then

〈ψ(u)|e−itλ(H)|ψ(u)〉

= exp

∫
(eitx − 1)〈u|PH(dx)|u〉.

In other words the distribution of the observable λ(H) in the coherent state
|ψ(u)〉〈ψ(u)| is the infinitely divisible distribution with characteristic function
having the Lévy-Khinchine representation

exp

∫
(eitx − 1)µH,u(dx)

where
µH,u(E) = 〈u|PH(E)|u〉

for any Borel set E ⊂ R. Thus {λ(H)|H ∈ A0} in the coherent state
|ψ(u)〉〈ψ(u)| realizes a classical random field over the vector space A0 ⊂ AR

for which λ(H) has the infinitely divisible distribution with Lévy measure
µH,u described above.

We observe that {p(u), u ∈ H} is a real linear but noncommutative family
of observables such that, in a fixed coherent state, each p(u) has a Gaussian
distribution. It is natural to call the pair {{p(u), u ∈ H}, |ψ(u0)〉〈ψ(u0)|}
a quantum Gaussian field. Similarly, {λ(H)|H ∈ AR} where AR is the real
linear space of all bounded selfadjoint operators in H, is a real linear but non-
commutative space of observables such that in the state |ψ(u)〉〈ψ(u)|, λ(H)
has the infinitely divisible distribution with Lévy measure 〈u|PH(·)|u〉 for
every H. Thus it is natural to call the pair {{λ(H)|H ∈ AR}, |ψ(u)〉〈ψ(u)|}
a quantum Lévy field. It looks like an interesting problem to examine the
nature of the most general quantum Gaussian and Lévy fields.

Our discussions in this section also show that the observable fields {p(u), u ∈
H} and {λ(H), H ∈ AR} constitute a natural ground for constructing a the-
ory of stochastic integration and paving the way for introducing a quantum
stochastic calculus.
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4 G-stationary quantum Gaussian processes

Let G be a second countable metric group acting continuously on a second
countable metric space A and let K(α, β), α, β ∈ A be a continuous positive
definite G-invariant kernel so that

K(gα, gβ) = K(α, β) ∀α, β ∈ A, g ∈ G. (1)

Then by the GNS principle there exists a Gelfand triple (H, λ, π) consisting
of a Hilbert space H, a map λ : A → H and a strongly continuous unitary
representation g → π(g) of G such that the following properties hold:

(i) λ is continuous and H is the closed linear span of {λ(α), α ∈ A};
(ii) K(α, β) = 〈λ(α)|λ(β)〉 ∀ α, β ∈ A;
(iii) π(g)λ(α) = λ(gα) ∀ g ∈ G,α ∈ A;
(iv) If there is another triple (H′, λ′, π′) satisfying (i), (ii) and (iii) then

there exists a Hilbert space isomorphism U : H → H′ such that Uλ(α) =
λ′(α)∀α and Uπ(g)U−1 = π′(g)∀ g ∈ G.

For a proof we refer to [17].

Now consider the boson Fock space Γ (H) where (H, λ, π) is a Gelfand
triple described above and associated with K(., .). Define the observables

q(α) =
1√
2
(a(λ(α)) + a†(λ(α))),

p(α) =
1

i
√
2
(a(λ(α)) − a†(λ(α))

a(u) and a†(u) are the annihilation and creation operators associated with
u ∈ H. Then

[q(α), q(β)] = [p(α), p(β)] = i ImK(α, β)

[q(α), p(β)] = iReK(α, β)

for all α, β ∈ A. We shall now examine the probability distribution of an
arbitrary finite real linear combination of the form

Z =
∑

i

(xjq(αj) + yjp(αj))

where αj ∈ A, and xj , yj are real scalars. If we write zj = xj + iyj then

itZ = a†
(
it

∑
zjλ(αj)√

2

)
− a

(
it
∑
zjλ(αj)√
2

)

and
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eitZ =W


 it√

2

∑

j

zjαj




is the unitary Weyl operator for any t ∈ R. Thus

〈e(0)|eitZ |e(0)〉 = e−
t2

4

∑
z̄jzkK(αj ,αk).

This shows that, in the vacuum state, the observable Z has the normal dis-
tribution N(0, 12

∑
j,k z̄jzkK(αj , αk)).

Furthermore

Γ (π(g))

[
q(α)
p(α)

]
Γ (π(g))−1 =

[
q(gα)
p(gα)

]
,

where Γ (π(g)) is the second quantization of π(g). Thus the observable Z and
Γ (π(g))Z Γ (π(g))−1 have the same normal distribution.

This shows that the family of observables {q(α), p(α), α ∈ A} constitute a
G-invarinat quantum Gaussian process in the vacuum state.

IfK is a real positive definite kernel then each of the families {q(α), α ∈ A}
and {p(α), α ∈ A} is commutative and therefore each of them executes a
classical G-stationary Gaussian process.

5 Quantum stochastic calculus and a noisy Schrödinger

equation

Consider a quantum system S whose states are described by density operators
in a Hilbert space HS . Suppose that this system is coupled to a bath or an
extermal environment whose states are described by density operators in a
boson Fock space of the form

H = Γ (L2(0,∞)⊗ C
d) (1)

where ei = (0, . . . , 0, 1, 0 . . . , 0) with 1 in the i-th place, i = 1, 2, . . . , d is fixed
as a canonical orthonormal basis in Cd. We write

H̃ = HS ⊗H (2)

H̃t = HS ⊗ Γ (L2[0, t]⊗ C
d) (3)

H̃t = Γ (L2([t,∞]⊗ C
d) (4)

H̃(s,t) = Γ (L2[s, t]⊗ C
d), 0 ≤ s ≤ t <∞ (5)

Then for any 0 < t1 < t2 < · · · < tn <∞,

H(0,∞) = H(0,t1) ⊗H(t1,t2) ⊗ · · · ⊗ H(tn−1,tn) ⊗Htn
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where the identification of both sides can be achieved through products of ex-
ponential vectors from different components. The noise accumulated from the
bath during the time period (s, t) admits a description through observables
in the Hilbert space H(s,t). This also suggests that noise can be described
by observables in a general continuous tensor product Hilbert space but the
boson Fock space H is the simplest such model in which Cd means that there
are d degrees of freedom in the selection of noise.

We introduce the following family of noise processes:

Λi
0(t) = IS ⊗ a

(
1[0,t] ⊗ ei

)
(6)

Λ0
i (t) = IS ⊗ a†

(
1[0,t] ⊗ ei

)
(7)

Λi
j(t) = IS ⊗ λ(I[0,t] ⊗ |ej〉〈ei|), (8)

Λ0
0(t) = t IH̃ (9)

where the indices i, j vary in {1, 2, . . . , d}, 1[0,t] is the indicator function of
[0, t] as an element of L2([0,∞]), 1[0.t] is the operator of multiplication by 1[0,t]
in L2([0,∞)) and IS , IH̃ denote respectively the identity operators in HS ,

H̃. We shall use Greek letters α, β, . . . to indicate indices in {0, 1, 2, . . . , d}.
All the operators Λα

β(t) in (6)-(9) are well-defined on the linear manifold

generated by elements of the form ψ ⊗ e(f), ψ ∈ HS and f ∈ L2(R+)⊗ Cd,

a Hilbert space which can be viewed as the space of Cd-valued functions on
R+ which are norm square integrable. We interpret {Λ0

0(t)} as time process,
{Λi

0(t)} and {Λ0
i (t)} as annihilation and creation processes of type (or colour)

i and {Λi
j(t)} as a conservation process which changes the type i to type j. It

is interesting to note that, for 0 < s < t <∞, Λα
β(t)−Λα

β(s) as an operator is

active only in the sector H(s,t) of the continuous tensor product H defined in
(1)-(5). The processes {Λα

β(t)} will be the fundamental processes with respect
to which stochastic integrals can be defined.

A family X = {X(t), 0 ≤ t <∞} of operators in H̃ is said to be adapted

if, for each t, there exists an operator Xt in H̃t such that X(t) = Xt ⊗ It

where It is the identity operator in Ht. An adapted process X is said to be
simple if there exists a partition 0 < t1 < t2 < · · · < tn < · · · < ∞ of [0,∞)
so that tn → ∞ as n→ ∞ and

X(t) =

∞∑

j=0

X(tj)1[tj ,tj+1)(t) ∀ t (10)

where t0 = 0. If X1, X2, . . . , Xk are simple adapted processes it is clear that
by taking the intersection of their respective partitions one can express Xj

in the form (10) in terms of a partition independent of j.
Now suppose {Eα

β } is a family of simple adapted processes with respect to
a single partition 0 < t1 < t2 < · · · . Then define the (quantum) stochastic
integral
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∫ t

0

Eα
β (s)dΛ

β
α(s) =

∑

j

Eα
β (tj)

{
Λα
β(tj+1 ∧ t)− Λα

β(tj ∧ t)
}

(11)

where we adopt the Einstein convention that repeated index means summa-
tion with respect to that index. Here a ∧ b denotes the minimum of a and
b.

The stochastic integral (11) as a function of t is again an adapted process.
Quantum stochastic calculus tells us that the definition (11) can be completed
to extend the notion of stochastic integral to a rich class of adapted processes.
For details we refer to the paper by R. L. Hudson and K. R. Parthasarathy
(1984) and also the book [14]. With this completed definition we consider
adapted processes of the form

X(t) = X(0) +

∫ t

0

Eα
β (s)dΛ

β
α(s) (12)

where X(0) = X0⊗I with X0 an operator in HS and I, the identity operator
in H. We express (12) as

dX(t) = Eα
β (t)dΛ

β
α(t) (13)

with initial value X0. It is interesting to note that Eα
β (t) is active in H̃t

whereas dΛβ
α(t) is active inH(t,t+dt) and therefore Eα

β (t) and dΛ
β
α(t) commute

with each other.
Now suppose Y (t) is another adapted process with initial value Y0 and

dY (t) = Fα
β (t)dΛ

β
α(t). (14)

Then it is natural to ask, in the light of our initial discussions in Section 1,
what is the diffeential of X(t)Y (t). The answer to this question was provided
by Hudson and Parthasarathy [9]: In fact

d(X(t)Y (t)) = X(t)dY (t) + (dX(t))Y (t) + dX(t)dY (t) (15)

where

X(t)dY (t) = X(t)Fα
β (t)dΛβ

α(t), (16)

(dX(t))Y (t) = Eα
β (t)Y (t)dΛβ

α(t), (17)

dX(t)dY (t) = Eα
β (t)F

γ
ε (t)dΛ

β
α(t).dΛ

ε
γ(t) (18)

dΛβ
α(t)dΛ

ε
γ(t) = δ̂βγ dΛ

ε
α(t), (19)

δ̂βγ =

{
δβγ if β 6= 0, γ 6= 0
0 otherwise

(20)
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Equations (15)-(20) completely describe how the classical Leibnitz formula
gets corrected by the product of the differentials of X(t) and Y (t) in terms
of the products of the differentials of the fundamental processes {Λα

β , α, β ∈
{0, 1, . . . , d}. This is the ‘quantum Ito’s formula’. Equations (19) and (20)
constitute the boson Fock quantum stochastic calculus version of the classical
Ito’s tables (11) and (13) of Section 1 for Brownian motion and Poisson
process. If we write

Qi(t) = (Λi
0(t) + Λ0

i (t))
∼, 1 ≤ i ≤ d, (21)

∼ denoting closure over E then (Q1, Q2, . . . , Qd) is a collection of commuting
observables and they execute the d-dimensional Brownian motion process
in the vacuum state |ψ(0)〉〈ψ(0)| and equations (19) and (20) imply that
dQi(t)dQj(t) = δijdt, which is the classical Ito correction formula for Brow-
nian motion.

If we define
Ni(t) =

√
λiQi(t) + Λi

i(t) + λit (22)

then {Ni(t)} is a commutative process which executes a classical Poisson
process with intensity λi in the Fock vacuum state and

dNi(t)dNj(t) = δijdNj(t) (23)

for any i, j. This is Ito’s formula for the classical Poisson process.
Suppose Lα

β , α, β ∈ {0, 1, . . . , d} are bounded operators in the system
Hilbert space HS and

Lα
β(t) = Lα

β ⊗ IH ∀ t ≥ 0

where IH is the identity operator in the bath Hilbert spaceH. Thus we obtain
a family of constant adapted processes. We now write a quantum stochastic
differential equation of the exponential type:

dU(t) = {Lα
β(t)dΛ

β
α}U(t), t ≥ 0 (24)

with the initial condition U(0) = I. Then we have the following theorem:

Theorem 1 (Hudson and Parthasarathy [9]). Equation (24) with the
initial condition U(0) = I has a unique unitary operator-valued adapted pro-
cess as a solution if and only if

Lα
β + (Lβ

α)
† + (Li

α)
†Li

β = Lα
β + (Lβ

α)
† + Lα

i (L
β
i )

† = 0 (25)

for each α, β in {0, 1, . . . , d}.

Remark 1. Suppose Lα
β = 0 whenever α 6= 0 or β 6= 0. Then condition (25)

becomes L0
0 + L

0†
0 = 0, i.e., L0

0 = −iH where H is a bounded selfadjoint
operator and equation (24) takes the form



18 K. R. Parthasarathy

dU(t) = −iHU(t) (26)

which is the familiar Schrödinger equation with energy operator H. In view
of this property we say that (24) with condition (25) is a noisy Schrödinger
equation.

Note that (26) has a unique unitary solution with the initial condition
U(0) = I even when H is any unbounded selfadjoint operator. Thus it is
natural to examine (24) for a unique unitary solution even when Lα

β are
unbounded operators and (25) holds on a dense domain or in the form sense.
There is some recent progress in this direction in the paper [4].

A case of special interest arises when Li
j = 0 for all i, j in {1, 2, . . . , d}.

Writing Li
0 = Li and

Λi
0 = Ai, Λ0

i = A
†
i

and using (25), equation (24) takes the form

dU(t) =





n∑

j=1

(LjdA
†
j − L

†
jdAj)− (iH +

1

2

n∑

j=1

L
†
jLj)



U(t) (27)

where Aj and A†
j are the annihilation and creation processes of type j. Here

the operators Lj and the selfadjoint operator H may all be unbounded.
A further specialization to the case when the initial Hilbert space HS

is Γ (Cn), each Lj is of the form a(uj) + a†(vj) with uj, vj in Cn and H

can be expressed as a second degree polynomial of creation and annihilation
operators in Γ (Cn) is of great interest. F. Fagnola [4] has shown the existence
of unique unitary solutions in the case n = 1 and has communicated to me
that his proofs in [4] go through for every finite n. In the next section we shall
show how this can be used to construct quantum Gaussian Markov processes
of the quasifree type.

We conclude this section with a note on the Heisenberg equation in the
presence of noise. Consider the unitary solution {U(t)} of (24) under con-
ditions (25). For any bounded operator X in the system Hilbert space HS

define
jt(X) = U(t)†X ⊗ IU(t), t ≥ 0 (28)

where I is the identity operator in the boson Fock space Γ (L2 ⊗ Cd). From
conditions (25) it follows that there exist bounded operators Li, 1 ≤ i ≤ d,

H and Si
j , i, j ∈ {1, 2, . . . , d} such that

(i) H is selfadjoint
(ii) the matrix operator ((Si

j)), i, j ∈ (1 ≤ i ≤ d) in HS ⊗ Cd is unitary
and
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Li
j =





Si
j − δij if i, j ∈ {1, 2, . . . , d},
Li if 1 ≤ i ≤ d, j = 0

−∑
k

L
†
kS

k
j if 1 ≤ j ≤ d, i = 0,

−{iH + 1
2

∑d
k=1 L

†
kLk} if i = 0, j = 0.

(29)

Then it follows from quantum Ito’s formula that

djt(X) = jt(θ
α
β (X))dΛβ

α (30)

where

θαβ (X) =





∑d
k=1(S

k
j )

†XSk
j − δijX if α = i, β = j,∑d

k=1(S
k
i )

†[X,Lk] if α = i, β = 0,∑d
k=1[L

†
k, X ]Sk

j if α = 0, β = j,

i[H,X ]− 1
2

∑d
k=1(L

†
kLkX +XL

†
kLk − 2L†

kXLk) if α = β = 0
(31)

Equations (26), (28) and (29) describe the dynamics of the system observable
X in the presence of quantum noise generated by the fundamental processes
Λα
β(t) which includes time. Suppose Si

j = δij and Lk = 0 ∀ k. Then (30)
reduces to

djt(X) = jt(i[H,X ])

which is the classical Heisenberg equation with energy operator H. Thus (28)
and (29) together deserve to be called a Heisenberg equation in the presence
of noise or a Heisenberg-Langevin equation.

Suppose we take the Fock vacuum conditional expectation of jt(X) and
write

〈f |Tt(X)|g〉 = 〈f ⊗ ψ(0)|jt(X)|g ⊗ ψ(0)〉.
Then Tt(X) is an operator in HS and the fact that all the true noise operators
Λα
β(s) with α 6= 0 or β 6= 0 annihilate the vacuum vector |ψ(0)〉, it follows

that
dTt(X) = Tt(θ

0
0(X))dt

where θ00 is given by the last equation in (31), namely

θ00(X) = i[H,X ]− 1

2

d∑

k=1

(L†
kLkX +XL

†
kLk − 2L†

kXLk).

In other words θ00 is the generator of the semigroup of completely positive
maps {Tt, t ≥ 0}. The expression θ00, rather remarkably, coincides with the
well-known generator in the form obtained by Gorini, Kassakowski, Sudar-
shan [6] and Lindblad [13] in 1976. This shows a way to construct stationary
quantum Markov processes mediated by quantum dynamical semigroups of
completely positive maps.
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6 Quantum Gaussian Markov processes and stochastic

differential equations

Consider the boson Fock space Γ (Cn) where Cn is equipped with the canon-
ical orthonormal basis ej = (0, 0, . . . , 0, 1, 0, . . . , 0)T , 1 being the j-th coordi-
nate, j = 1, 2, . . . , n. Define

aj = a(ej), a
†
j = a(ej)

†

qj =
aj + a

†
j√

2
, pj =

aj − a
†
j

i
√
2

Then p1, . . . , pn and q1, . . . , qn satisfy the canonical Heisenberg commutation
relations and therefore can be viewed as momentum and position observables
of a quantum system with n degrees of freedom. A state ρ in Γ (C) is called
Gaussian if its quantum Fourier transform ρ̂(u) = Tr ρW (u) has the form

ρ̂(u) = exp

{
−i

√
2
(
ℓTx−mTy

)
−
(
xT ,yT

)
S

(
x

y

)}
∀ u ∈ C

n (1)

where x = Reu, y = Imu and S is a real 2n×2n matrix satisfying the matrix
inequality

2S + i

[
0 −In
In 0

]
≥ 0, (2)

In being the identity matrix of order n. In such a case one has ℓ = Trpρ,m =
Tr qρ and S is the covariance matrix of the observables (X1, X2, . . . , X2n) =

(p1, p2, . . . , pn,−q1, . . . ,−qn) so that the ij-the entry of S is Tr
XiXj+XjX

2 ρ−
TrXiρ TrXjρ. So we call a state ρ satisfying (1), a Gaussian state with mo-
mentum mean vector ℓ, position mean vector m and covariance matrix S.
For a detailed account of the properties of such Gaussian states with a finite
degree of freedom we refer to Holevo [8] and Parthasarathy [15], [16].

Now we look at some transformations of Gaussian states. Define the cor-
respondence

T (W (z)) =W (R−1ARz) exp−1

2
(Rz)TB(Rz), z ∈ C

n (3)

where A and B are real 2n× 2n matrices, B ≥ 0

Rz =

[
x

y

]
,x = Rez,y = Im z. (4)

For any mean zero Gaussian state ρ with covariance matrix S we have from
(1)

Tr ρ T (W (z)) = exp−(Rz)T (ATSA+
1

2
B)Rz.
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The right hand side will be the quantum Fourier transform of a Gaussian
state with covariance matrix ATSA+ 1

2B if and only if

2

(
ATSA+

1

2
B

)
+ iJ2n ≥ 0 (5)

where

J2n =

[
0 −In
In 0

]
(6)

Note that (5) holds for every Gaussian covariance matrix S of order 2n if

B + i(J2n −AT J2nA) ≥ 0. (7)

It is known from a result of Vanheuerzweijn [19] and the discussions at the
beginning of the paper [7] by Heinosaari, Holevo and Wolf that for any pair
(A,B) of 2n× 2n matrices satisfying (7), the correspondence defined by (3)
extends uniquely to a completely positive map T on the algebra of all bounded
operators on Γ (Cn).

Now consider a one parameter family {Tt} of such completely positive
maps determined by a family of pairs (At, Bt) obeying (7). Simple algebra
shows that the semigroup condition TtTs = Tt+s holds if and only if the pairs
(At, Bt) obey the relations

AtAs = At+s

Bs +AT
s BtAs = Bt+s ∀ s, t ≥ 0.

If we write At = etK then it turns out that any continous solution Bt has
the form

Bt =

∫ t

0

esK
T

CesKds

for some matrix C. It is clear that Bt is positive if and only if C is positive.
Condition (7) for the pairs (At, Bt) can be written as

∫ t

0

esK
T (
C − i

{
KTJ2n + J2nK

})
esKds ≥ 0

for every t ≥ 0. This is equivalent to the condition

C + i
(
KTJ2n + J2nK

)
≥ 0,

since C,K and J2n are all real. Thus we have the following proposition.

Proposition 1. (Vanheuerzweijn) Let (K,C) be a pair of 2n× 2n real ma-
trices satisfying the matrix inequality

C + i
(
KTJ2n + J2nK

)
≥ 0 (8)
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where J2n is defined by (6). Then there exists a one parameter semigroup
{Tt} of completely positive maps on the algebra of all operators in Γ (Cn)
satisfying

Tt(W (z)) =W (R−1etKRz) exp−1

2

(
R(z)T

∫ t

0

esK
T

CesKds

)
Rz (9)

for all z ∈ Cn.

The semigroup {Tt} in Proposition 1 is not strongly continuous. However, we
can analyse the time derivatives of expressions of the form 〈e(u)|Tt(W (z))|e(v)〉.
The analysis of such derivatives leads to a formal quantum stochastic differ-
ential equation of the noisy Heisenberg type.

Proposition 2. Let {Tt} be the semigroup defined by (9). Then

d

dt
〈e(u) |Tt(W (z))|e(v)〉|t=0

= 〈e(u) |L(W (z))| e(v)〉 ∀ z,u,v ∈ C
n,

where

L(W (z)) =
{
a†(R−1KRz)− a(R−1KRz)

+
1

2

{
〈R−1KRz〉 − 〈z|R−1KRz〉 − (Rz)TCRz

}
W (z).

Proof. This is straightforward differentiation using the definitions of the op-
erators a(·), a†(·), W (·) and the commutation relation W (u)a(v)W (u)−1 =
a(v)− 〈v|u〉 for all u,v in Cn.

Proposition 3. Let {Tt} be the completely positive semigroup determined by
the pair (K,C) in Proposition 1 by (9). For any state ρ in Γ (Cn) let T ′

t(ρ)
be the state defined by

Tr T ′
t (ρ)W (z) = Tr ρ Tt(W (z)) ∀ z ∈ C

n.

Denote by ρg(ℓ,m, S) the Gaussian state with momentum mean vector ℓ,

position mean vector m and covariance matrix S. Then

T ′
t (ρg(ℓ,m, S)) = ρg(ℓt,mt, St)

where
[

ℓt
−mt

]
= etK

T

[
ℓ

−m

]

St = etK
T

SetK +
1

2

∫ t

0

esK
T

CesKds, t ≥ 0.
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Remark 2. It is known from a general theory [3] that {Tt} can be dilated
to a quantum Markov process. If the initial state of the Markov process is
Gaussian it follows that the state of the system at any time t is Gaussian.
We may call the dilation of {Tt} a quantum Gaussian Markov process.

We shall now present examples when the dilated process can be obtained
by a unitary evolution driven by a quantum stochastic differential equation.

Consider the Hilbert space

Ĥ = Γ (Cn)⊗ Γ (L2(R+)).

Let
L = a(u) + a†(v), (10)

where u,v are fixed in Cn. Then L is an operator in the initial Fock space
Γ (Cn). Let

A(t) = a(1[0,t]),

A†(t) = a†(1[0,t]), t ≥ 0

be the annihilation and creation processes in the Fock space Γ (L2(R+)).
Following the notations of Section 5 consider the specialized form of the
stochastic differential equation (27), Section 5:

dU(t) = (LdA† − L†dA− 1

2
L†Ldt)U(t), t ≥ 0 (11)

with U(0) = I where L is now the unbounded operator given by (10). Then,
by Fagnola’s theorem [4] it follows that there exists a unique adapted uni-
tary operator-valued process satisfying (11) and therefore one can define the
operators

jt(X) = U(t)†(X ⊗ 1)U(t), t ≥ 0

for any bounded operator X in Γ (Cn). If we choose X =W (z), z ∈ Cn, then
the Markovian dynamical semigroup {TL

t , t ≥ 0} determined by the flow {jt}
satisfies the Lindblad equation

d

dt
TL
t (W (z))|t=0 = −1

2

{
L†LW (z) +W (z)L†L− 2L†W (z)L

}

= −1

2

{
L†[L,W (z)] + [W (z), L†]L

}
.

The commutation relations between a(u) and W (z) lead to the relations:

d

dt

(
TL
t (W (z)

)∣∣
t=0

=

{
a†

(
λ(z)v − λ(z)u

2

)
− a

(
λ(z)v − λ(z)u

2

)
− 1

2
|λ(z)|2

}
W (z)(12)
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for all z ∈ Cn, where

λ(z) = 〈z|u〉+ 〈v|z〉 (13)

and the equations are to be understood in the weak sense on the exponential
domain E , the linear manifold generated by exponential vectors in Γ (Cn).
Comparing (12) and the equation for the generator L in Proposition 2 we see
that L(W (z)) coincides with the right hand side of (12) if the following hold
for all z ∈ Cn:

R−1KRz =
λ(z)v − λ(z)u

2
, (14)

1

2

{
〈R−1KRz|z〉 − 〈z|R−1KRz〉 − (Rz)TCRz

}
= −1

2
|λ(z)|2 (15)

where λ(z) is given by (13) and (K,C) is the pair of 2n× 2n real matrices
in Proposition 1. Solving for the pair (K,C) in (14) and (15) for a given pair
u,v in Cn one obtains the following

K =
1

2

[
−Re(u− v)(u + v)T Im(u − v)(u+ v)T

Im(u− v)(u + v)T −Re(u− v)(u + v)T

]
(16)

C = Re

[
u+ v

i(u− v)

] [
(u+ v)T ,−i(u− v)T

]
(17)

and

C + i
(
KTJ2n + J2nK

)
=

[
u+ v

i(u− v)

] [
u+ v

i(u− v)

]†
≥ 0. (18)

We denote by (K(u,v), C(u,v)) the pair (K,C) determined by (16) and (17).
Thus the Markov process determined by the pair (K(u, v), C(u, v)) according
to the semigroup {Tt} in (9) of Proposition 1 is completely described by the
noisy Schrödinger equation

dU(t) =
{
(a(u) + a†(v))dA† − (a†(u) + a(v))dA

−1

2
(a†(u) + a(v))(a(u) + a†(v))dt

}
U(t). (19)

with U(0) = I.

We shall now consider the general case of a pair (K,C) of 2n × 2n real
matrices satisfying the condition (8) and show how the semigroup {Tt} in (9)
can be dilated to a quantum Markov process driven by a noisy Schrödinger
equation. To this end we write

C + i(KJ2n + J2nK) =

r∑

j=1

[
uj

vj

] [
uj

vj

]†
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where

{[
uj

vj

]
, 1 ≤ j ≤ r

}
is a set of mutually orthogonal vectors in C2n so

that uj ,vj belong to Cn and r is the rank of the left hand side when it is
not the zero matrix. If the left hand side vanishes then C = 0 and K is an
element of the Lie algebra sp(2n). Now write

Lj = a(uj) + a†(vj), 1 ≤ j ≤ r if r 6= 0. (20)

and define the matrices K(uj,vj), C(uj ,vj) as the right hand side of (16)
and (17) respectively with u,v replaced by uj,vj respectively. Then

C =

r∑

j=1

C(uj ,vj) (21)

K =

r∑

j=1

K(uj,vj) +K ′ (22)

where K ′ ∈ sp(2n). Then {etK′

, t ∈ R} is a one parameter group in sp(2n).
By Stone-von Neumann theorem we know that there exists a one parameter
group {e−itH , t ∈ R} of unitary operators in Γ (Cn) satisfying the relations

e−itHW (z)eitH =W (R−1etK
′

Rz) ∀z ∈ C
n, t ∈ R (23)

where R is defined by (4). Now observe from [2] that the selfadjoint operator
H can be expressed as a second degree polynomial in the annihilation and
creation operators aj , a

†
j , 1 ≤ j ≤ n in Γ (Cn). Conversely, given any selfad-

joint operator H of this form one obtains the relation (23) for some element
K ′ in sp(2n).

Now consider the noisy Schrödinger equation

dU(t) =





r∑

j=1

(LjdA
†
j − L

†
jdAj)− (iH +

1

2

r∑

j=1

L
†
jLj)



U(t)

where Lj is given by (20) and H is the selfadjoint operator satisfying (23)
with K ′ as in (22). Then by Fagnola’s theorem for the case of finite number
of degrees of freedom we observe that

Tt(X) = E0]U(t)†X ⊗ 1U(t), t ≥ 0

where E0] is the Fock vacuum conditional expectation of quantum stochastic
calculus. Thus we have described completely the dilation of the completely
positive semigroup in Proposition 1. In view of Proposition 3, such a dilation
is a quantum Gaussian Markov process.
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