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Abstract. It is shown that if a probability measure ν is supported
on a closed subset of (0,∞), that is, its support is bounded away from
zero, then the free multiplicative convolution of ν and the semicircle
law is absolutely continuous with respect to the Lebesgue measure. For
the proof, a result concerning the Hadamard product of a deterministic
matrix and a scaled Wigner matrix is proved and subsequently used. As
a byproduct, a result, showing that the limiting spectral distribution of
the Hadamard product is same as that of a symmetric random matrix
with entries from a mean zero stationary Gaussian process, is obtained.

1. Introduction

In a recent paper [5], it is shown that if ν is a probability measure such
that ν([α,∞)) = 1 for some α > 0 and

∫∞
0 xν(dx) < ∞, then the free

multiplicative convolution of ν and the semicircle law, defined below in (2.6),
is absolutely continuous. In that paper, it is conjectured that the result
should be true without the assumption that the mean is finite, although the
methodology of that paper does not allow the removal of this assumption.
This is the main goal of the current paper. Theorem 3.1 shows that if the
probability measure ν is supported on a subset of the positive half line,
which is bounded away from zero, then the free multiplicative convolution
of ν and the semicircle law has a non-trivial semicircle component in the
sense of free additive convolution. In other words, there exists a probability
measure η such that

(1.1) ν � µ1 = η � µα ,

where µt is the semicircle law with standard deviation t, defined in (2.6) and
� and � denote the free multiplicative and additive convolutions respec-
tively. This is precisely the result proved in [5], albeit with the additional
assumption that ν has finite mean. Theorem 3.1 and its corollary that ν�µ1
is absolutely continuous with respect to the Lebesgue measure, complement
a corresponding result for the free additive convolution, proved in [4].
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The proof of Theorem 3.1 is via the analysis of random matrices of the
type (

f

(
i

N + 1
,

j

N + 1

)
Xi∧j,i∨j/

√
N

)
1≤i,j≤N

,

where f is a function on (0, 1)2 satisfying certain regularity properties, and
{Xi,j : 1 ≤ i ≤ j} is a family of i.i.d. standard normal random variables.
This random matrix is studied in Section 2, and the observations are sum-
marized in Theorem 2.1. In Section 3, Theorem 2.1 is used to prove Theorem
3.1 which is the main result of this paper.

It turns out that the limiting spectral distribution obtained in Theorem
2.1 is same as that of a symmetric random matrix whose entries come from a
stationary mean zero Gaussian process. Such random matrices were studied
in [6]. The proof of this intriguing observation follows from equating the
moments of the limiting spectral distributions obtained in the two models.
This has been done in Section 4, and the observation mentioned above is
stated as Theorem 4.1.

We conclude this section by pointing out the analogue of Theorem 3.1
in classical probability. The classical analogue is that if X and G are inde-
pendent random variables, the latter following standard normal, then there
exists a random variable Y independent of G such that

XG
d
= σY +G ,

if and only if

P (|X| ≥ σ) = 1 .

This can be proved using elementary probability tools. Theorem 3.1 is the
free analogue of the if part of the above result. The author believes that
the free analogue of the only if part is also true, that is, if (1.1) holds, then
necessarily ν([α,∞)) = 1. However, the methods of the current paper do
not immediately prove the converse.

2. The Hadamard product

The following notations will be used throughout the paper. The (i, j)-th
entry of a matrix A will be denoted by A(i, j). For two m × n matrices A
and B, the Hadamard product of A and B, denoted by A ◦B, is defined as

(A ◦B)(i, j) := A(i, j)B(i, j), 1 ≤ i ≤ m, 1 ≤ j ≤ n .

In other words, the Hadamard product is same as entrywise multiplication.
Let R be the class of functions f : (0, 1)× (0, 1) −→ [0,∞) such that

(1) for all 0 < ε < 1/2, f is bounded on [ε, 1− ε]2,
(2) the set of discontinuities of f in (0, 1)2 has Lebesgue measure zero,
(3) and f(x, y) = f(y, x) for all (x, y) ∈ (0, 1)2.

Conditions (1) and (2) together are equivalent to assuming that f is Riemann
integrable on any compact subset of (0, 1)2, and hence the letter ‘R’ has been
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used. However, R is strictly larger than the class of Riemann integrable
functions on (0, 1)2 satisfying (3).

Fix f ∈ R. For all N ≥ 1, define a N ×N matrix Af,N by

(2.1) Af,N (i, j) := f

(
i

N + 1
,

j

N + 1

)
, 1 ≤ i, j ≤ N .

Let {Xi,j : 1 ≤ i ≤ j} be a family of i.i.d. standard normal random variables,
and let WN be a N ×N scaled Wigner matrix formed by them. That is,

(2.2) WN (i, j) := N−1/2Xi∧j,i∨j , 1 ≤ i, j ≤ N .

Define

(2.3) ZN := Af,N ◦WN , N ≥ 1 .

The main result of this section is Theorem 2.1 below, which studies the
LSD of ZN , as N → ∞. Before stating that result, we need to recall a
few combinatorial notions. The reader can find a detailed discussion on
these topics in [7]. For all m ≥ 1, let NC2(2m) denote the set of all non-
crossing pair partitions of {1, . . . , 2m}. Fix m ≥ 1, and σ ∈ NC2(2m). Let
(V1, . . . , Vm+1) denote the Kreweras complement of σ, that is the maximal
partition σ of {1, . . . , 2m} such that σ ∪ σ is a non-crossing partition of
{1, 1, . . . , 2m, 2m}. Note that the Kreweras complement of an element in
NC2(2m) has exactly (m + 1) blocks, and hence is not a pair partition,
although it is still non-crossing. For the sake of an unique labeling of the
Vi’s, we require that if 1 ≤ i < j ≤ m + 1, then the maximal element of Vi
is smaller than that of Vj . Denote by Tσ the function from {1, . . . , 2m} to
{1, . . . ,m+ 1} satisfying

i ∈ VTσ(i), 1 ≤ i ≤ 2m.

The above notations have been introduced in [6]. For σ ∈ NC2(2m) and
any function f : (0, 1)2 −→ R, define a function Lσ,f : (0, 1)m+1 −→ R by

Lσ,f (x1, . . . , xm+1) :=
∏

(u,v)∈σ

f2
(
xTσ(u), xTσ(v)

)
.

Theorem 2.1. There exists a non-random probability measure µf on R,
which is symmetric about zero, such that

(2.4) ESD (ZN )→ µf ,

as N →∞, weakly in probability. If, in addition, f ∈ L∞
(
(0, 1)2

)
, then µf

is compactly supported, and

(2.5)

∫
R
x2nµf (dx) =

∑
σ∈NC(2n)

∫
(0,1)n+1

Lσ,f (x1, . . . , xn+1)dx1 . . . dxn+1 .

Example
Fix α > 0. By an abuse of notation, let α(·, ·) also denote the function
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on (0, 1)2, taking the constant value α. Then, Theorem 2.1 reiterates the
classical result of Wigner, that is,

ESD(ZN )→ µα ,

weakly in probability, as N → ∞, where µα is the semicircle law with
standard deviation α, that is,

(2.6) µα(dx) =
1

2πα

√
4−

(x
α

)2
1(|x| ≤ 2α) dx, x ∈ R .

Throughout the paper, whenever µ is used with a subscript which is a posi-
tive number as opposed to a function, it will refer to the probability measure
defined above, and in particular, µ1 is the standard semicircle law.

The rest of this section is devoted to the proof of the above theorem.

Lemma 2.1. Suppose that f ∈ L∞
(
(0, 1)2

)
, and let mn denote the right

hand side of (2.5) for n ≥ 1. Then,

lim sup
n→∞

m1/2n
n <∞ .

Proof. Let
M := ‖f‖∞ ,

and notice that

m1/2n
n ≤ M (#NC2(2n))1/2n

∼ 2M ,

as n→∞, the equivalence in the second line following from Stirling formula.
This completes the proof. �

Lemma 2.2. If f is bounded on (0, 1)2 in addition to being in R, then the
claims (2.4) and (2.5) of Theorem 2.1 hold.

Proof. The proof is by the method of moments. The assumptions (2) and
that f is bounded imply that f is Riemann integrable on (0, 1)2. Usual
combinatorial arguments will show that for all n ≥ 1,

lim
N→∞

E

(
1

N
Tr(ZnN )

)
=

{
mn/2, n even ,

0, n odd ,
(2.7)

and, lim
N→∞

Var

(
1

N
Tr(ZnN )

)
= 0 ,(2.8)

where mn, as defined in Lemma 2.1, is the right hand side of (2.5). There-
fore, there exists a probability measure whose odd moments are zero and
2n-th moment is mn for all n ≥ 1. Lemma 2.1 shows that any such prob-
ability measure is necessarily supported on a compact set, and hence by
the Carleman’s criterion, unique. Let µf denote the probability measure
whose moments are as above. Then clearly, µf is symmetric about zero,
and (2.4) holds. The claim (2.5) is automatic in this case. This completes
the proof. �
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Proof of Theorem 2.1. Fix f ∈ R and k ≥ 2. Set

(2.9) fk := f1[1/k,1−1/k]2 .

Define

(2.10) ZN,k := Afk,N ◦WN , N ≥ 1 .

The condition (1) in the definition of R ensures that fk is bounded, and
thus satisfies the hypotheses of Lemma 2.2. Hence there exists a symmetric
probability measure µfk such that

ESD(ZN,k)→ µfk ,

as N →∞, and for all n ≥ 1,
(2.11)∫

R
x2nµfk(dx) =

∑
σ∈NC2(2n)

∫
(0,1)n+1

Lσ,fk(x1, . . . , xn+1)dx1 . . . dxn+1 .

In view of Fact 4.3 in [6], if it can be shown that for all ε > 0,

(2.12) lim
k→∞

lim sup
N→∞

P (d(ESD(ZN,k),ESD(ZN )) > ε) = 0 ,

where d denotes the Lévy metric, then it will follow that there exists a
probability measure µf such that (2.4) holds, and

µfk
w−→ µf as k →∞ .(2.13)

Proceeding towards the proof of (2.12), Theorem A.43, page 503, [2] shows
that

d(ESD(ZN,k),ESD(ZN )) ≤ 1

N
Rank (ZN,k − ZN )

≤ 4

k

N + 1

N
.

This shows (2.12), which in turn establishes (2.4).
For showing (2.5), assume that f ∈ R∩L∞

(
(0, 1)2

)
. Defining fk as above,

it follows that fk ↑ f as k → ∞, and hence by the monotone convergence
theorem, the right hand side of (2.11) converges to that of (2.5). Denoting
the latter by mn, what follows is that

lim
k→∞

∫
R
x2nµfk(dx) = mn for all n ≥ 1 .

Lemma 2.1 shows that there exists a unique probability measure ν supported
on a compact set such that

(2.14)

∫
R
xnν(dx) =

{
mn/2, n even ,

0, n odd .

Therefore, as k →∞,

µfk
w−→ ν .

Equating this with (2.13) shows that ν = µf , and thus (2.14) establishes
(2.5). This completes the proof. �
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We end this section with the following remark.

Remark 1. The condition (3) in the definition of R is needed for the sym-
metry of the matrix Af,N , and therefore for that of ZN . The other two
conditions – (1) and (2), are essential in that the claim in (2.4) will fail if
any one of them is dropped, or is replaced by f ∈ L∞

(
(0, 1)2

)
. To see that,

f defined on (0, 1)2 by

f(x, y) :=

{√
n, if x = y = m

n where m,n ∈ N and n is prime ,

0, otherwise ,

satisfies (2) and (3) and violates (1). If {p1, p2, . . .} is the enumeration of
the prime numbers in ascending order, then it is easy to see that ESD(Zpk)
converges to standard normal as k →∞, while ESD(Z2N ) converges to δ{0},

as N →∞. To see that (2) is essential, define another f on (0, 1)2 by

f(x, y) :=

{
1, if both x, y are dyadic rationals ,

0, otherwise .

For this f , ESD(Z2N ) converges to the semicircle law, as N → ∞, while
ESD(Z3N ) converges to δ{0}. Thus, (1) - (3) are essential for (2.4).

3. The free additive and multiplicative convolutions

The content of this section is the following theorem which is the main
result of this paper. For stating the same, it is helpful to recall the notation
in (2.6).

Theorem 3.1. If ν is a probability measure on R such that ν([α,∞)) = 1
for some α > 0, then there exists a probability measure η such that

ν � µ1 = η � µα .

In view of Corollary 2 of [4], an immediate consequence of the above
theorem is the following result.

Corollary 3.1. If ν satisfies the hypothesis of Theorem 3.1, then ν � µ1 is
absolutely continuous with respect to the Lebesgue measure.

We now proceed towards proving Theorem 3.1. One of the main ingre-
dients of the proof is the following fact which connects random matrices
and the free additive and multiplicative convolutions. This is essentially the
seminal discovery of Voiculescu [8]. As stated below, the fact is a corollary
of Proposition 22.32, page 375, [7].

Fact 3.1. For N ≥ 1, let WN be the scaled Wigner matrix as defined in
(2.2). Suppose that YN is a N ×N random matrix, such that as N →∞,

(3.1)
1

N
Tr(Y k

N )
P−→
∫
R
xkµ(dx), k ≥ 1 ,
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for some compactly supported (deterministic) probability measure µ. Fur-
thermore, let the families (WN : N ≥ 1) and (YN : N ≥ 1) be independent.
Then, as N →∞,

1

N
EF Tr

[
(WN + YN )k

]
P−→
∫
R
xkµ� µ1(dx) for all k ≥ 1 ,

where F := σ(YN : N ≥ 1) and EF denotes the conditional expectation with
respect to F . If in addition, the support of µ is contained in [0,∞), then,
as N →∞,

1

N
EF Tr

[
(WNYN )k

]
P−→
∫
R
xkµ� µ1(dx) for all k ≥ 1 .

The first step towards proving Theorem 3.1 is the following lemma.

Lemma 3.1. If f ∈ R and α > 0, then

µf+α = µ√
f2+2αf

� µα .

Proof. Fix k ≥ 2, and let fk be as in (2.9). Define

g(·) :=
√
f2k (·) + 2αfk(·) .

Our first task is to show that

(3.2) µfk = µg � µα .

To that end, denote for N ≥ 1, the matrices

UN := Afk+α,N ◦WN ,

VN := Ag,N ◦WN ,

where Af,N and WN are as defined in (2.1) and (2.2) respectively. For every
N ≥ 1, let YN be a copy of WN , independent of the σ-field

F := σ (Xi,j : 1 ≤ i ≤ j) .

The key observation in the proof of the lemma is that

(3.3) UN
d
= VN + αYN , N ≥ 1 .

Since the functions fk and g are both bounded, it follows by Theorem 2.1
that µfk and µg are compactly supported, and hence so is µg � µα. Thus,
for showing (3.2), it suffices to check that

(3.4)

∫
R
xnµfk(dx) =

∫
R
xn(µg � µα)(dx) for all n ≥ 1 .

It follows from (2.7) and (2.8) in the proof of Lemma 2.2 that for a fixed
n ≥ 1,

(3.5)
1

N
Tr (V n

N )
P−→
∫
R
xnµg(dx) ,
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and that

lim
N→∞

E

(
1

N
Tr(UnN )

)
=

∫
R
xnµfk+α(dx) ,(3.6)

lim
N→∞

Var

(
1

N
Tr(UnN )

)
= 0 .(3.7)

Fact 3.1 applied to (3.5) implies that

(3.8)
1

N
EF Tr ((VN + αYN )n)

P−→
∫
R
xnµg � µα(dx) .

On the other hand, (3.6) implies that

E

[
1

N
EF Tr (UnN )

]
→
∫
R
xnµfk+α(dx) ,

and (3.7) implies that

Var

[
1

N
EF Tr (UnN )

]
≤ Var

(
1

N
Tr(UnN )

)
→ 0 ,

thereby establishing that

1

N
EF Tr(UnN )

P−→
∫
R
xnµfk+α(dx) ,

as N → ∞. Equating the above with (3.8) in view of (3.3) implies (3.4),
and thereby establishes (3.2).

A restatement of (3.2) is that

(3.9) µfk = µ√
f2k+2αfk

� µα .

Equation (2.13) in the proof of Theorem 2.1 implies that the left hand side
converges to µf as k →∞, and a similar argument shows that

µ√
f2k+2αfk

w−→ µ√
f2+2αf

.

An appeal to Proposition 4.13 of [3] shows that the right hand side of (3.9)
converges to µ√

f2+2αf
� µα, and thus completes the proof. �

Lemma 3.2. Suppose that there exists a function r : (0, 1) −→ [0,∞) such
that

f(x, y) = r(x)r(y), for all x, y ∈ (0, 1) .

Assume furthermore, that r is Riemann integrable on any compact subset of
(0, 1). Then,

µf = ν � µ1 ,

where ν is the law of r2(U), U being a standard uniform random variable
defined on some probability space.
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Proof. In a way, the proof is analogous to that of Lemma 3.1. As was the case
there, we first prove the result for r bounded. So assume that. As a conse-
quence, rn is Riemann integrable on (0, 1), for all n ≥ 1. For N ≥ 1, let RN

be the N ×N diagonal matrix with diagonal entries r
(

1
N+1

)
, . . . , r

(
N
N+1

)
.

Clearly,

(3.10) lim
N→∞

1

N
Tr (RnN ) =

∫ 1

0
rn(x)dx =

∫
R
xn/2ν(dx), n ≥ 1 .

Let ZN be as in (2.3) with this particular f . Then, it is easy to see that

ZN = RNWNRN , N ≥ 1 .

Thus, for a fixed n ≥ 1,

1

N
E Tr (ZnN ) =

1

N
E Tr

((
R2
NWN

)n)
→

∫
R
xn(ν � µ1)(dx) ,

as N → ∞, the second line following from an application of Fact 3.1 to
(3.10). Equation (2.7) establishes that

lim
N→∞

1

N
E Tr (ZnN ) =

∫
R
xnµf (dx), n ≥ 1 .

These two equations prove the result for the case when r is bounded. When
r is possibly unbounded, similar arguments as before, for example those
leading to the proof of Lemma 3.1 from (3.9), with an appeal to Corollary
6.7 of [3] complete the proof. �

Proof of Theorem 3.1. Let

r(x) :=
√

inf{y ∈ R : x ≤ ν(−∞, y]}, 0 < x < 1 .

Define

f(x, y) := r(x)r(y), 0 < x, y < 1 ,

and ZN by (2.3). Clearly, f ∈ R, and the assumption that µ([α,∞)) = 1
implies that

f(x, y) ≥ α for all x, y ∈ (0, 1) .

Lemma 3.2 implies that

ν � µ1 = µf

= µ(f−α)+α

= η � µα ,

where η := µ√
(f−α)2+2α(f−α), the last equality following by Lemma 3.1.

This completes the proof. �
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Remark 2. As was remarked in Section 1, the author believes that the con-
verse of Theorem 3.1 is true, although how to prove it is unclear. However, a
weaker claim can be made, namely if the probability measure ν�µ1 does not
charge singletons, then ν({0}) = 0. This follows easily from the observation
that

ν � µ1({0}) = ν({0}) ,
a fact which can easily be proven by the random matrix argument, or other-
wise; see Proposition 2 in [1].

4. Stationary Gaussian processes

In this section, we show that the LSD of the Hadamard product matches
with that of a random matrix model whose entries come from a stationary
mean zero Gaussian process. Fix g ∈ L1

(
(0, 1)2

)
, such that

g(1− x, 1− y) = g(x, y) ≥ 0 for all x, y .

Define

R(m,n) :=

∫ 1

0

∫ 1

0
e2πι(mx+ny)g(x, y)dxdy, m, n ∈ Z ,

where ι :=
√
−1. Clearly, the right hand side is real for all m,n, and

there exists a mean zero stationary Gaussian process (Gi,j : i, j ∈ Z) whose
covariance function is (R(m,n) : m,n ∈ Z), that is,

E (Gi,jGi+m,j+n) = R(m,n) for all i, j,m, n ∈ Z .

For N ≥ 1, define a N ×N random matrix TN by

TN (i, j) :=
Gi,j +Gj,i√

N
, 1 ≤ i, j ≤ N .

Define

f(x, y) :=
√
g(x, 1− y) + g(1− y, x), (x, y) ∈ (0, 1)2 .

We assume that f ∈ R which is as in Section 2. Note that (3) in the
definition of R holds automatically for f . The following theorem is the
main result of this section.

Theorem 4.1. As N →∞,

ESD(TN )→ µf ,

weakly in probability, where µf is as in Theorem 2.1.

Proof. We first show that the result is true when in addition ‖g‖∞ < ∞, a
consequence of the assumption being that

f ∈ R ∩ L∞
(
(0, 1)2

)
.

By Theorems 2.1 and 2.4 of [6], it follows that

ESD(TN )→ ν ,
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weakly in probability, where ν is a probability measure which is symmetric
about zero, and for m ≥ 1, its 2m-th moment is∫

R
x2mν(dx)

=
∑

σ∈NC2(2m)

(2π)m−1
∫
(−π,π)m+1

∏
(u,v)∈σ

[
g
(
1
2 +

xTσ(u)

2π , 12 −
xTσ(v)

2π

)
4π2

+
g
(
1
2 −

xTσ(v)

2π , 12 +
xTσ(u)

2π

)
4π2

]
dx1 . . . dxm+1

=
∑

σ∈NC2(2m)

∫
(0,1)m+1

Lσ,f (x1, . . . , xm+1)dx1 . . . dxm+1

=

∫
R
x2mµf (dx) ,

the equality in the last line following from Theorem 2.1. This shows that
ν = µf and thus completes the proof for the case when ‖g‖∞ <∞.

Now suppose that g is any function satisfying the hypothesis of the the-
orem. For all 0 ≤ ε < 1/2, and define

gε := g1[ε,1−ε]2 ,

fε(x, y) :=
√
gε(x, 1− y) + gε(1− y, x), (x, y) ∈ (0, 1)2 .

For all 0 ≤ ε < 1/2, let T εN denote the N ×N random matrix obtained from
gε, in the same way as TN is obtained from g. Theorem 2.1 and Lemma 4.3
of [6]imply that for all 0 ≤ ε < 1/2, there exists a probability measure νε
such that

(4.1) ESD(T εN )→ νε ,

weakly in probability, as N →∞, and

(4.2) νε
w−→ ν0 , as ε ↓ 0 .

Since f ∈ R, it follows that for 0 < ε < 1/2, fε is an L∞ function, for which
Theorem 4.1 has already been shown to be true. Thus,

(4.3) νε = µfε , 0 < ε < 1/2 .

In the proof of Theorem 2.1, it has been shown that

µfε
w−→ µf , as ε ↓ 0 .

In conjunction with (4.2) and (4.3), this implies that

µf = ν0 .

An appeal to (4.1) with ε = 0 completes the proof. �
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