Homework # 9 Statistics 134, Bandyopadhyay, Spring 2014

4.4.4 The density of X is fx(x) =1/2 for z € (—1,1), so by the change of variable formula
the density of Y is

Ix(VY) + fx (=) _ 3t3 _
2y NN

Note: This distribution is called the beta (1/2, 1) distribution.

fr(y) = ,y €(0,1).

4.4.6 Notice that Y = tan®. Its range is (—o0,00). The function y = tan ¢ is strictly
increasing with derivative sec® ¢ for ¢ € (—m/2,7/2). Also note that ¢ = tan™'(y),
and (draw the right-angled triangle!) sec¢ = y/1+ y2. By the one to one change of
variable formula for densities, the density of Y is, for all y,

ol = 1u(0) /|
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The Cauchy distribution is symmetric since fy(y) = fy(—v).

Even though the density is symmetric about 0, the expectation of a Cauchy random
variable is undefined. To check whether the integral is absolutely convergent:

> =y
dy = S LA
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so the required integral does not converge absolutely. Thus the expectation is unde-

fined.

4.5.2 a)

)0 1 2 3
Fx(z) | 1/8 1/2 7/8 1




b) Since P(k) = (1/2)* for k =1,2,3,..., we have:
If x > 1 then F(z) = Zkgx P(k) = Z’Zl(‘”)(l/g)k =1—(1/2)int @ .
If z < 1 then F(z)=0.

4.5.6 a) P(X>1/2)=1-F(1/2)=17/8.

0 <0
b) flz)=LF(z)=< 322 0<z<l1
0 z>1

¢) B(X)= [af(z)dx = fol x3zidr = fol 3z3dr = 3/4 .
d) Let Y1, Y3, Y3 be independent uniform (0, 1) random variables. Then for ¢ =1,2,3

0 <0
PY,<z)=1¢ x 0<z<1
1 z>1

so if X = maz(Y;,Ys,Y3) , then

P(X <z)=PY; <2,Y, <zY; <x)
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