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Abstract

Exploiting a natural experiment involving the imposition of a technical regula-
tion on the Indian leather and textile industries, I use a firm-level dataset to study
the trade, adaptation and discontinuity effects and how they vary by firm size. I
find (a) evidence of a signalling effect — regulation significantly increases the exports
of a firm through the use of new technology and high quality imported raw mate-
rials; (b) this gain is highest for the upper-half of the firm size distribution, i.e.,
in the 3rd and 4th quartile; (c) use of high-quality raw materials (both imported
and domestic) and productivity significantly account for low exit probabilities of
a firm; and (d) evidence of spillover effects, i.e., product innovation in case of the
upstream (chemical) firms.
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1 Introduction

The increase in stringent environmental regulation costs in terms of “regulatory protec-
tionism” (Baldwin, 2000) that firms’ must pay in order to access foreign markets, has the
potential to impact the trade flows both at the intensive and extensive margins. UNC-
TAD (UNCTAD, 2005) in its Trade and Development Report 2005 quotes a 2002 study
by International Trade Commission (ITC), which finds that 40 per cent of exports from
less developed countries are subject to non-tariff barriers, including standards. This issue
also assumed great importance in the light of the fact that the past decade has seen a
global proliferation of environmental and health related standards, along with the rise in
trade in environmentally sensitive goods (Chaturvedi and Nagpal, 2002). The background
and the political economy in regard to the environment-related standards have been well
documented by Jha (2005). The Indian leather and textile industry in the 1990s also wit-
nessed such sudden exogenous regulatory shock from one of its crucial trade partners, in
particular, an importing country. This paper uses one such unique natural experiment to
make an useful contribution to this emerging literature about the effect of the exogenous
shocks, herewith in terms of trade-related environmental regulations, on firm-level export
earnings. The paper’s key empirical finding is that the legislations significantly helped
the leather and textile firms to earn higher revenue from exports through investment in
high quality imported raw materials and technology.

With the production technologies that generate some of most polluting chemical ef-
fluents, both leather and textile sectors emerged as a battlefield for dramatic regulatory
shifts with the processing technologies being under greater scrutiny by the governments
and consumer advocacy groups in the industrial economies. The banning of one of the
most widely used chemicals in the production of leather and textile goods, ‘Azo-dyes’, by
the German regulatory authorities in July 1994 is one such exogenous regulatory shock
on Indian leather and textile firms. A Ministry of Environment and Forests (MoEF),
Govt. of India legislation in March 1997 matches this foreign regulation by extending its
scope to the domestic market. It is only applicable to the exporters before. The MoEF
also banned both the domestic production and import of this chemical. The domestic
regulation can also be argued as exogenous, as it is merely an extension of the foreign reg-
ulation and is not put into effect due to some previous firm-level developments. The main
purpose of the domestic regulation is to effectively and inclusively enforce the previous
regulation. In other words, the foreign regulation is directed only to the ones, which sell
in those markets, i.e., the exporters, whereas the domestic regulation caters to the entire
set of firms operating in these two industries. Also, by completely banning the production
of the chemical, the government on one hand not only reduced the cost of its own enforce-
ment, but made the industries themselves to be the chief ‘enforcers’ of the bans (Tewari
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authorities unleashed a debate on how the leather and textile processing firms could pos-
sibly comply with this stringent environmental /technical standard without compromising
on their competitiveness. This does not mean that these industries (leather and/or the
textile) are not hit by any foreign regulation before. In 1989, Germany imposed the
first trade-related technical regulation, banning the use of PCPs (Pentacholorophenol)
particularly in the leather products. However, it does not per se had any direct effect on
the textile sector. It is a narrow product-related ban and involved elimination of only a
single chemical for which the substitutes were locally available. On the other hand, the
‘Azo-dyes’ ban is a broader and disastrous regulation, affects multiple sectors and also
for which the substitutes are not readily available.

The fundamental issue regarding environmental regulations or for any such technical
regulation, is to resolve the presumed trade-off (between compliance and competitiveness)
involving the process of adjustment by the firms. Triggered by the 1994 foreign regulation
and to prevent the cascading effect of the ban on the economy, two significant event
takes place simultaneously in order to facilitate Indian leather and textile firms in their
process of adjustment: (1) Govt. of India immediately slashing the import duties of the
improved high-quality substitutable chemicals from 150-200 per cent to its base rate, 20
per cent; and (2) the stakeholder associations (the upstream sector, who used to supply
the banned input with some help from the state-sponsored industrial bodies) jointly with
the German regulatory authorities unleashing a process of innovation to develop the new
chemical /input and providing direct technical support to the leather and textile firms
in the process of adaptation. However, the reactions may well vary due to the size
(financial, technological, human resource capacity etc.) of the firm. The reason for this
immediate and efficient action primarily by the stakeholder associations of these industrial
categories is due to the importance of these sectors both in terms of their contribution to
the domestic economy and international trade earnings. India is one of the main exporters
of leather and textile products in the global market and both these industries employ a
very high proportion of the domestic labour force. The textile industry is one of the
largest employers in India, second only to agriculture, accounts for about 16 per cent of
India’s total exports and 3.04 per cent of the global trade in textiles (Ministry of Textiles,
Govt. of India, 2008). The total leather exports is US$ 2.4 billion, third only to China
and Italy, ranks eighth in export earnings within the country and holds a share of around
5.16 per cent of the world trade. It is also a major employer, providing employment to
about 2.5 million people (Council of Leather Exports, 2008). Also, given the fact that
Germany represents a large share of the export market for Indian leather and textile
goods, the product-related bans created a political space for the Indian government to
be involved. In terms of the importance of these sectors among its buyers/importers, the
Indo-German Chamber of Commerce highlighted that Germany was the single largest
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made up around 76 per cent of all consumer good exports from India to Germany (IKB
Deutsche Industriebank, 1994). So, even the buyers would also not want any interruptions
in the supply chain in the sense that they got involved in raising the capacity of the firms
to supply clean, high-quality products according to the demand of the customers through
direct technical assistance.

Therefore, given the high export intensity of these sectors over the years, it is worth
examining this important issue of the effect of the ban of a critical input in the production
process of the leather and textile products on firm-level trade, adaptation and exit effects.
While there is some literature on how these Indian leather and textile firms have coped
with those customary quality and environmental norms, much of the existing research re-
mains either at the qualitative or policy level. This paper tries to fill this gap by explicitly
looking into these sector-specific regulations in order to quantify the effect on the trade
earnings of the firms. To the best of my knowledge, this is the first paper which addresses
the effects of the ‘Azo-dye’ ban at the micro-level using firm performance measure. The
imposition of these international and domestic regulations respectively by Germany and
the MoEF, Govt. of India arguably provides a good source of a natural experiment in
terms of exogenous shocks, as they are mainly demand-driven. This paper contributes
to this growing but small firm-level literature about the effects of environmental regu-
lations on firm dynamics. I use a firm-level panel dataset containing direct measures
on total sales, exports, imports of raw materials, expenditure on usage of domestic raw
materials, research and development (R&D) expenditure, royalty payments for technical
knowhow, capital, labour, intermediate goods, expenses on plant and machinery, etc. to
test the trade, adaptation and discontinuity effects of these particular regulations for
the years 1990-2002. The effects of environment-related barriers on developing countries’
exports have been penned down heavily in terms of qualitative case studies approach
(Chakraborty, 2001; Mehta, 2005; Chakraborty, 2009), but neither the empirical nor the
theoretical investigations in terms of assessing the effects of environmental regulations or
Non-Tariff Barriers (NTBs) at the micro level are very substantive.

My results are clear and robust. I estimate the impact of the regulations on three
important firm-level characteristics — export earnings, import of raw materials and tech-
nology transfer. I find strong evidence of a signalling effect. The regulations forced the
leather and textile firms to use high quality substitutable inputs and improved technol-
ogy in their production process, which helped them to earn significantly higher revenue
from exports, significantly more so in case of the 1994 German regulation. In other
words, I find that the use of new substitutable input and upgraded technology led to
the production of improved, high-quality and cleaner end-products carrying a quality
signal and helping the leather and textile firms to reap significant gains from their ex-
port flows/international trade. Next, I examine the factors which may pose a credible
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result of these regulations. My non-linear estimates demonstrate that the use of new raw
materials (both imported and domestic) and productivity of a firm significantly explains
the exit decision of a firm. Higher expenditure on high-quality raw material entails low
exit probabilities. I also divide the firms by size to test for the amount of heterogeneity
involved in the effects. I find that the gains from trade is highest and significant for
the firms belonging to the 3rd and 4th quartile of the firm-size distribution as a result
of investments in technology and improved raw materials, respectively. In terms of the
heterogeneous survival probabilities, I find evidence in support of the sorting effect by
the 1994 regulation — the German regulation negatively affects the operation of only the
small firms. In case of the domestic regulation, the effect is significant across all size
cohorts. I also check for possible spillover or upstream effects. The results show strong
evidence of product innovation for the upstream (chemical) firms, i.e., the suppliers of
the input (banned) to the textile and leather firms.

The rest of the paper is organized as follows. Section 2 gives some contextual back-
ground to the paper. Section 3 describes the data with some preliminary analysis. The
direct effect of the regulations on firm-level export flows and adaptation cost has been
estimated in Section 4. Section 5 estimates the survival probabilities of the firms. Section
6 confirms the amount of heterogeneity involved in the effect of the bans. I check for the
upstream effects in Section 7. Section 8 does some sensitivity analysis, while Section 9

concludes.

2 Background

2.1 Regulatory Changes

Markets in the OECD countries are getting ‘green’ (German Development Institute,
1994). Consumers and governments consider the environmental threats seriously and
demand industries to act accordingly. They are effectively using their purchasing power
to influence governments and legislatures to introduce new regulations, which produce
eco-friendly products. These regulations carry a technical standard or label affecting not
only the products themselves but also the production process. These technical standards,
such as product certification standards, labelling requirements commonly encompass a
well-defined protocol based on a laboratory test procedure, which ascertains specific cri-
teria that have a direct bearing on the quality of a product. The ban on ‘Azo-dyes’ is
one such regulation.

Azo dye is a colouring substance used in the dying process. Azo dyes—a group of syn-
thetic dyes made from benzidine, toluidine and similar organic chemical-account for ap-
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chemical breakdown form chemical substances called aromatic amines (arylamines). This
have been proven to be or are suspected of being carcinogenic. The use of azo dyes and
pigments is banned through introducing a legislation into the federal parliament of Ger-
many in 1992. However, following complaints from the concerned industrial bodies, the
bill is changed and a general exception is proposed for pigments (ERM, 1998). Ger-
many’s Federal Institute for Occupational Safety and Health in September 1993 issued
a technical ruling that benzidine and certain other carcinogenic azo dyes should not be
used (Woodward and Clarke, 1997). On July 15 1994, by an amendment to Germany’s
Consumer Goods Ordinance!, the Parliament passed legislation completely banning the
use of certain of ‘Azo-dyes’ in consumer products, which have the potential of coming
into close and prolonged contact with the skin. The amendment of £16 of the “German
Consumer Goods Regulation” states that the food and consumer goods as defined in £5
article 1 number 6 of the law may not be produced, imported, or sold after a certain
period of time if they contain azo dye, since they can generate one of the forbidden azo-
radicals listed in amendment 1 number 7 of this regulation. This amendment is called
the ‘Azo-dyes’ ban. According to this regulation, nothing that is dyed with azo-colourant
is allowed to reach the market in Germany. This law applies to domestic products as
well as foreign ones. Germany, once the world centre of azo dyes production, became
the first country to ban their use (OECD, 2006a), followed by The Netherlands, Austria
and Norway. In 1999 the European Union (E.U.) diffused the ban across all its Member
States by circulating a draft Directive. The ban on ‘Azo-dyes’ has been an acceptable
measure within the GATT as well, since according to Article XX it is implemented to
protect human health. Furthermore, the ban also does not discriminate against the origin
of products. It applies equally to domestic and foreign products.

Following this legislation, a draft notification proposing imposition of prohibition on
the handling of azo dyes is published via a notification by the MoEF, Govt. of India
in March 1997 (MoEF, 1997). It completely banned the import and production of this
chemical. The MoEF, Govt. of India regulation applies to all the firms in operation,
while the German ban is targeted only to the exporters. Therefore, the leather and
textile firms cannot even sell their products treated with ‘Azo-dyes’ even in the Indian
domestic market. By completely banning the production of the chemicals, the government
effectively redirected the flow of adjustment — the onus is now not only on the leather
and textile firms, but also on the chemical input enterprises.

A report by Organisation of Economic Co-operation and Development (OECD) in
2006 notes that the effects of the European legislation on ‘Azo-dyes’ is perhaps felt most
acutely in India, which has a considerable large dye-making capacity and also a large

textile and leather industry dependent on those dyes. Around 25-70 per cent of the items
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treated with azo dyes are exported to the E.U. with Germany as one of its main mar-
kets. Also, only five/six countries? in the E.U. consume around 35-40 per cent of total
leather and textile exports from India. Therefore, facing a potential large loss from the
export earnings and complaints by the concerned industrial bodies (leather and textile
industrial associations) about the unavailability of the substitutable inputs (chemicals)
or expensive alternatives, the Govt. of India reduces the import tariffs of the substi-
tutable raw materials by around one-tenth. In addition, the chemical firms (suppliers of
banned input) along with the respective state-sponsored industrial associations starts a
process of innovation of developing a suitable alternative. Aware of the inadequate testing
facilities and difficulties in obtaining alternative technologies, the Indo-German Export
Promotion Project (IGEP), a joint trade-promotion programme between the Ministry
of Commerce, Govt. of India and the Ministry of Economic Co-operation and Develop-
ment in Germany played a vital role in providing Indian leather and textile manufactures
with information on the regulation and offering technical assistance aiming at better un-
derstanding and adopting the regulations. Further technical assistance is provided by
multilateral development-assistance organisations and private companies. The special fo-
cus of the assistance has been on the medium-sized manufacturing and exporting firms in
the private sector. The Netherlands also provided technical assistance by organising a se-
ries of workshops aimed at preventing the European ‘Azo-dyes’ regulation from becoming

a trade barrier to developing country exporters (OECD, 1997).

2.2 Literature Review

This paper mainly relates to the literature regarding the impact of regulations, espe-
cially environmental regulations, on firm performance. The existing literature is concen-
trated mainly on two different kinds of effects: (a) signalling or the demand-side effect,
which operates through either the use of high-quality input substitution or the technology
upgradation/spillover effect, and the (b) cost or the supply-side effect. The former set of
literature argues that a successful adoption of a technical standard may act as a label or
a quality indicator, thereby giving a signal to the consumers that the product concerned
is of higher quality. This may increase the effective demand by relieving consumers’ con-
cerns about the quality of the product (Porter and Van der Linde, 1995; Thilmany and
Barett, 1997; Ganslandt and Markusen, 2001; Mohr, 2002; Farzin, 2003; Greaker, 2006;
Andre et al., 2009). On the other hand, the cost-side literature portrays that by raising
adaptation costs, higher technical standards raise overall production costs of the polluting
firms, rendering them uncompetitive and driving them out of the industry (Conrad and
Wang, 1993; Requate, 1997; Lahiri and Ono, 2007; Sengupta, 2010). My result comes
closest to that of Greaker (2006) and Andre et al. (2009). Both the papers argue that
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exports or sales of a firm could increase in the post-regulation period even when there
is an increase in adaptation cost. I present a simple mechanism where an environmental
regulation can increase exports for a firm—to which the regulation is directed to—through
support from actors in the upstream sector.

Consider the case of a downstream (leather and textile) firm, Ds. Dy produces one
single product using a crucial input and exports all (or a significant portion of) its output
to a fixed world price. The production and export of the product is a function of the
supply of the input and support from the upstream sector (Uy). Uy consists of chemical
firms (from which the leather and textile firms buy their input) and state-level industry
associations (which helps them with technical consultations and support for exporting
activities). In other words, Dy relies on Uy for the supply of that particular input and
successful production and export of the product. Now, the government or some regula-
tory authority (in this case, the German regulatory authorities or the Govt. of India)
introduces a stringent environment regulation, where the Dy is required to use a new
improved input in its production process as a substitute to the previous input in order
to continue export or production. As a result, the upstream sector helps the D; through
various measures, such as investing in R&D for the development of the new input, easy
procurement and adaptation through reduction of import duties and use of upgraded
technology to successfully adapt the new input and produce. However, since R&D in-
volves a cost, U; cannot set price equal to marginal cost without generating negative
profits in this stage. On the other hand, as for the adaptation cost of the Dy, it depends
on the shift of the supply curve of the new input. Since the regulation resulted from the
demand side, the trade competitiveness of Dy (the leather and textile firms) improves as a
end result due to the higher willingness-to-pay for improved quality of goods (Ganslandt
and Markusen, 2001).

Empirically, the effect of environmental regulations has been explored in several di-
mensions: (1) productivity (Gollop and Roberts, 1983; Gray, 1987; Berman and Bui,
2001; Dutta and Narayanan, 2005; Fleishman et al., 2009; Greenstone et al., 2010);
(2) plant exit (Biorn et al., 1998; Yin et al., 2007; Nene et al., 2010); (3) trade volumes
(Swann et al., 1996; Chen et al., 2008; Rodrigue and Soumonni, 2011); (4) product choice
(Lipscomb, 2008); (5) plant or establishment birth and size (Dean et al., 2000; Millimet,
2003; List et al., 2003); and (6) innovation activity (Jaffe and Palmer, 1997; Kneller and
Manderson, 2010). The literature is mostly mixed. Some studies find positive effects on
exports, while some others see the opposite. Though there is some amount of literature
available on the effects of environmental regulation on the dynamics of industries or firms,
the lion’s share focuses on the effect of state- or national-level regulation, which could be
endogenous to the performance of the industries or firms concerned. The significant value
addition of this paper to this existing literature is that I am able to identify an important
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is completely exogenous, and estimate its effect on crucial firm-level choice variables of

the targeted industries, i.e., the Indian leather and textile firms.

3 Data

3.1 Firm-level Data - PROWESS

The current study uses firm-level data from PROWESS database published by the Centre
for Monitoring Indian Economy (CMIE). It contains information primarily from income
statements and balance sheets of the companies. The database covers large companies,
companies listed on the major stock exchanges (this includes all the publicly traded firms)
and also many small enterprises. Data for big companies is worked out from balance sheets
while CMIE periodically surveys smaller companies for their data. However, the database
does not cover the unorganized sector. The firms in the sample comprises 60 to 70 per
cent of the economic activity in the organised industrial sector in India and encompasses
75 per cent of corporate taxes and 95 per cent of excise duty collected by the Govt. of
India (Goldberg et al., 2010).

PROWESS has some significant advantages over other datasets documenting India’s
manufacturing sector: (1) it is a panel of firms, which enables us to see firm performance
over time; (2) secondly, the database records detailed product-level information at firm
level; and (3) finally, the dataset perfectly suits my period of concern, i.e., 1990-2002.
PROWESS, therefore, is particularly well-suited for understanding how these leather
and textile firms adjusted their production function over time in response to both the
domestic and international regulations. All the variables are measured in Indian Rupees
(INR) Millions. The advantages of this dataset allows me to examine the behavioural
changes in the firms as a result of the imposition of the regulations by Germany in 1994
and followed by the MoEF, Govt. of India in 1997. An unbalanced panel over the period
1990 to 2002 is used for estimation purposes.

3.2 Preliminary Analysis

This section previews the empirical strategy. Figure 1 plots total leather and textile
exports at the firm-level for the years 1990 to 2002. The figure clearly portrays that the
export revenues start to increase significantly in the post-1994 period, i.e., post-German
regulation timeframe. Figure 2 plots import of raw materials and royalty payments for
technical knowhow (proxy for technology transfer) at the firm-level. Both the variables
show significant upward spikes in the post-1994 regulation period. In particular, import

of raw materials by leather and textile firms display a significant upward jump in the



year 1995, whereas, for the technology transfer, the same phenomenon gets repeated for
1996. In order to investigate whether this is a common trend across all the manufactur-
ing sectors or just specific to the leather and textile industries as a result of the 1994
German regulation, I also plot the import of raw materials and technology transfer of
other manufacturng industries less leather, textile and chemical (not reported). I do not
find any such evidence, which would lead me to believe that this trend is not specific to
the leather and textile sector and may not be a result of the foreign regulation.

Next, I look at the behaviour of a few important firm-level indicators in the pre- and
post-regulation periods with respect to both the notifications, the one that is issued by the
German regulatory authorities in 1994 and MoEF, Govt. of India circular in 1997, in Ta-
ble 1. I divide 1990-1994 as the pre-regulation and 1995-2002 as the post-regulation pe-
riod in case of 1994 regulation, whereas, in case of 1997 regulation, the same is 1990-1997
and 1998-2002, respectively. I calculate the average values—expenditures/earnings—across
all the leather and textile firms for total sales, export earnings, import of raw materi-
als, expenditure on account of domestic raw materials, royalty payments for technical
knowhow (proxy for technology transfer), investments on account of R&D and expen-
diture on plant and machinery. Values in Table 1 are corrected for inflation using the
sector-specific wholesale price index (WPI) number.

An average leather and textile firm earns more revenue from selling (both total sales
and exports) in both the post-regulation period. The increase in export earnings could be
either due to an increase in price or quantity or both. Since PROWESS does not provide
any information on either price or quantity of exports at the firm level, therefore, it is
difficult to conclude the exact reason regarding the increase in the earnings of an average
leather and textile firm from international trade flows. In order to do so, I utilise the
customs level database (INDIA TRADES/UN COMTRADE) to investigate the specific
reason behind the increase in the export revenues. The unit-price level data at the HS?
six-digit level confirms that the increase in unit-price have led to greater revenues for the
leather and textile firms in the post-regulation period.* A firm spends close to double on
account, of import of raw materials in the post-regulations period. Expenditure on use of
domestic raw materials also increased, but not very significantly. This could be due to
the simultaneous cross-cutting effect of the drop in the use of the banned input and then
the consequent increase in the use of the new input supplied by the chemical firms. A
leather and textile firm does not spend significantly more on account of royalty payments
toward transfer of technology in the post-regulation period. Investments on account of
R&D seem to increase only after the period of 1997 MoEF regulation. Expenditure on

account of plant and machinery increased significantly in both the post-regulation period.

3Harmonised System

4‘However, the PROWESS gives information on the unit-price by each product a firm sells in the
domestic market. I check the average unit-price of the leather and textile products in the post-regulation
period at the domestic market and it follows the same pattern as the international price.
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Use of new raw materials may require some changes in the production process, which led
to the increase in the investment towards plant and machinery. However, these results
are merely suggestive and not conclusive evidence, unless I control for other simultaneous

events and firm-level characteristics (observed and unobserved).

4 Effect of the Regulations

4.1 Empirical Strategy

Following the basic statistical diagnosis, I now evaluate the effect of the bans on three
of the most important firm-level characteristics by estimating linear regressions of the

fixed-effects type specification:

In(z;j¢) = BPost; + 0 Post i x ltd;;s + firmcontrols + 0; + vy + €

The dependent or left-hand side variable, z;;, is either the export earnings or import of
raw materials or technology transfer of a leather and textile firm. Post;; is a year dummy
variable measuring the environmental regulations. It takes a value 1 for the years following
the respective environmental regulations, if j = Leather and T'extile. Post;; is a vector
of two different dummies, ban94 and ban97. In particular, ban94 would take value 1 for
the years 1995-2002, whereas, ban97 would do the same for the years 1998-2002. These
dummies measure the effect of different regulations separately. Since, the main variable
of interest is a year dummy, it will be difficult to distinguish between the ‘treatment’ and
the ‘time’ effects unless I use a control group in my estimation. In order to untangle the
true effect of the regulation dummies, I need to use a group which is exogenous to the
shock or the treatment and also its behavioural pattern more-or-less follows the same
path as that of the treated one. For this purpose, I use the entire manufacturing sector
less the chemical as the control group in my estimation. At the outset, I acknowledge
the fact that this is not perhaps the perfect control group that I could use. The best
could have been using any subsectors within the leather and textile industries, which is
exogenous to the regulation. However, given the circumstances, this is the best that I
can come up with use since all the other manufacturing sectors are impacted by some of
the macro reforms (e.g., by simultaneous tariff and FDI liberalisation that happened in
the 1990s) in the same way as leather and textile sectors. Using any other sector, say
services, would definitely be more exogenous to the shock relative to the manufacturing
sector, but the behavioural pattern of any services sector is completely different from that
of manufacturing (as this is not a tradeable sector) and may bias the results.

Figure 3 plots average export earnings a by firm belonging to all other manufacturing

sectors (entire manufacturing sector less chemical, leather and textile) and also of the
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leather and textile sector for the period of 1990-2002, normalized by the year 1990. The
figure clearly supports my conjecture about using the rest of the manufacturing sector as
the control group in my estimations. In other words, the pattern of export flows is almost
the same as of the leather and textile group with the deviation starting after the year
1994. ltd is a dummy variable, which takes a value 1 for a firm if a firm belongs to the
leather and textile sector. My main coefficient of interest is 0. 0 measures the effect of
any of the regulation (ban94 or ban97) on firm-level outcomes given that a firm belongs
to the leather and textile sector in comparison to those sectors which potentially has the
same characteristics as the treated sectors, but exogenous to the regulation. In other
words, it measures the relative earnings of the leather and textile firms. firmcontrols
includes size of the firm, age, age squared, indicator for domestic or foreign ownership. I
use total assets of a firm as its size indicator. #; and v; are firm and year fixed effects,
respectively. I cluster my standard errors at the firm level.

While estimating the above equation, I also carefully control for other simultaneous
events or trade policies which could potentially affect the outcomes. Those, if not, may
confound the estimates. Three important events took place during the same time frame
as my period of analysis which may affect the results: (a) first, India becoming a member
of World Trade Organization (WTO) in the year 1994; (b) partial phasing out of the
Agreement of Textiles and Clothing (ATC) as a continuation of the the Multi-Fibre
Agreement (MFA) from 1995 onwards®; and (c) in March 1998, the European Commission
(EC) requested India to procure export licenses in order to export raw hides and skins.
Also, as a result of the membership of WTO in 1994, India experienced substantial
depreciation in bilateral exchange rate, which could also affect the results. The presence

of the year fixed effects () in the regression equation will categorically control for the

5The Multifibre Arrangement (MFA) on Textile and Clothing (T&C) institutionalized quotas on
cotton textiles and apparel products by countries like the United States and the United Kingdom against
Asian textile exporters in 1974. The motivation behind the arrangement was for developed countries
to seek a more systematic mechanism to deal with the continued growth of textile and clothing exports
from large Asian countries. The MFA quotas were negotiated on four main MFA ‘groups’ of products
spanning Yarn, Fabric, Made-Ups and Clothing. Protection from textile and apparel imports extended
over a 20 year period, until 1994 and the singing of the Agreement on Textile and Clothing (ATC) under
the Uruguay Round of negotiations under the World Trade Organization, after which the process of
phasing down these import quotas began. The final phase down of the MFA/ATC (hereinafter MFA)
quotas occurred in 2005, when all quotas under this arrangement were abolished. For labour-abundant
countries like India and China with a comparative advantage in labour-intensive products, the MFA
quotas were binding on clothing and textile exports. India, for example, exhibited a quota fill rate of
87 per cent, next to only China and Bangladesh, who both exhibit a quota fill rate of 88 per cent. So,
the policy change, was not of any substantial importance, which could have affected its exports very
significantly. Existing research on MFA also does not show any unambiguous or conclusive evidence of
the post-MFA effect on the international trae flows of the textile sector of India. Further, most of the
studies argue that there was almost no immediate effect of the MFA-phase out and the actual effect
started to show from the post-2002 or post-2005 period. Others are of the opinion that MFA phase out
crowds out international market share of India’s exports due to surge in China’s export flows. In order
to specifically control for the yearwise phasing out of the quotas, I interact industry and year fixed effects
in my sensitivity analysis table and the primary result continue to hold (discussed in detail in Section
8).
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effect of all these important and categorical events.

Apart from these simultaneous significant developments, there are also incidences of
a number of anti-dumping duties that have been imposed by the European Union (E.U.)
and United States of America (U.S.) during the same time period (of my analysis) on
different kinds of textile products from India. The presence of firm fixed effects should
absorb any such effect. However, in order to categorically for this in my estimation, I
take the following steps: (a) carefully match the information of the anti-dumping duties
imposed at the product line (HS six-digit level) using the Global Antidumping Database
(GAD)® to the firm-level dataset using Debroy and Santhanam (1993) concordance table;
and next (b) construct a dummy variable, which takes a value 1, when an antidumping
duty is imposed on a particular category of the textile sector in a particular year. The
results do not change when using this as an additional control.

The presence of firm-level fixed effects (#;) will control for the information received by
the firms about the bans, the network effects (with the state-level stakeholder agencies,
which are the primary receiver of the information about the regulations) and the assis-
tance the firms got from institutions like the Central Leather Research Institute (CLRI)
or the Bombay Textile Research Association (BTRA) etc., which helped them with con-
sultations in the process of upgrading the production process or the new of new raw
materials. Controlling for all these other policy effects will help produce true and exact

estimates of the regulations.

4.2 Results

Table 2 summarizes the effect of two different bans (ban94 and ban97) on firm-level
exports. In a nutshell, both the regulations have significant positive impact, more so
in case of the 1994 German regulation. Columns (1) - (4) estimate the effect of ban94,
whereas, columns (5) - (8) use ban97 as the variable of interest. Column (1) regresses
natural logarithm of total exports of a leather and textile firm plus one on the interaction
between ban94 and [td controlling for the size, age and the ownership of a firm. I do not
use either firm or year fixed effects. The coefficient of interest clearly demonstrates that
the 1994 German regulation significantly increases the export earnings of a leather and
textile firm at 1 per cent level of significance as opposed to all other manufacturing sec-
tors. Columns (2) and (3) introduce firm fixed effects (which will absorb any unobserved
heterogeneity among firms) and both firm and year fixed effects (which will absorb any
other policy shock), respectively. The regression outcome stays the same as in column
(1).

Shttp://econ.worldbank.org/tthd/
http://econ.worldbank.org/tthd/gad/
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Column (4) uses average treatment effect (ATE) methodology to estimate the effect
of the German regulation. For this estimation, I use the leather and the textile exporters
as the ‘treated” and the exporters of the other manufacturing sectors less the chemical
as the ‘control’ group. I also balance the observables across the ‘treated’ and ‘control’
group. The estimate clearly shows that the 1994 German regulation renders a positive
and significant effect on the gains from international trade of the leather and textile firms.
The point estimates are significantly higher than that of the OLS results. The export
market regulation significantly helps the leather and textile firms to earn more from their
trade flows.

Columns (5) - (8) estimate the effect of the notification issued by MoEF, Govt. of
India in 1997 (ban97) on exports. I continue to find the same effect as of the 1994 German
regulation. However, the magnitude of the effect is significantly less than that of the 1994
German regulation.

First, lets go back to Figure 3. It clearly points out my finding from the regression
estimation very explicitly. In particular, it shows that there is a significant difference in
the earnings between an average leather and textile firm and firms of other manufacturing
sectors. And, the difference in the earning starts following the year of the 1994 regulation.
The gap widens between the years 1994 and 2000 and it merges back around the year
2002. To corroborate my findings, I also check the trend of the total amount of leather
and textile exports from India. I find that the value of exports from 1991-92 to 1998-
99 went up from INR 30360 Million to INR 64360 Million and INR 154836 Million to
INR 401715 Million for leather and textile goods, respectively. My results are strikingly
similar to that of Swann et al. (1996) and Moenius (2005) even though they use different
time periods and different datasets. They use counts of standards to find that British
exports are positively correlated with national standards. It also draws support from the
central premise of the Porter and Van der Linde (1995) hypothesis that environmental
regulations do sometime have a positive effect on the competitiveness of the firms through
regulation-induced innovation.

However, there could also be other effects, which may influence my results, such as
simultaneous increase in the world income. I include natural logarithm of world income
as one of my explanatory variables to see if the effect of ‘Azo-dyes’ ban vanishes. I find no
such evidence. More importantly, the results could also be due to a trade diversion effect.
In particular, (a) Indian leather and textile exports increased for other destinations except
for the E.U. in the post-regulation period resulting in an increase in total exports. I check
the exports of the leather and textile products following UN ComTrade database, at the
HS six-digit level, and I find no such evidence in support. Figure 4 plots total exports of
Indian leather and textile goods to the World and the E.U. over the period of 1990-2002.
The figure fails to point out any evidence in support of the alternative hypothesis. Exports

continue to increase towards the E.U. in the post-regulaton period; and (b) simultaneous
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decrease in exports from the other major leather and textile exporters (competitors of
India), such as Bangladesh, Pakistan, Vietnam, etc. to the E.U., which may force the
members of the E.U. to buy more of Indian products. I also check the trend of the exports
of leather and textile products for these countries to the E.U. in the post-regulation
period. The trend does not seem to support my conjecture.

The fundamental reason, which is responsible for the increase in export earnings of a
textile and leather firm lies in the nature of the regulation. It is purely demand-driven and
binding. So, what is the economic rationale behind such a phenomenon, i.e., increase in
the relative earnings of the leather and textile firms as a result of the regulation? The in-
troduction of the 1994 German regulation allowed for the production of a new and more
environmental friendly variant using high-quality input. Since, environmental friendly
products are more costly to produce, in any unregulated market many firms would like to
avoid the foray from ‘green’ production. But, in this case of a binding regulated market
(such as this one), the firms are bound to adopt the high quality input as suggested in
order to maintain their operations in both the international and domestic markets. And,
since the regulations came from the demand-side, the firms benefit from the consumers’
willingness-to-pay higher prices for a high-quality good and none would run the risk of
being exploited by their competitors. This is called the signalling effect. The adoption
of a high-quality input gives a clear signal to the consumers about its quality, which lead
to higher earnings from trade. Further, this quick adoption of the newly improved chem-
ical /input due to various local/regional and international agencies, public and private,
helped the firms to lower their cost of adjustment, generate ongoing learning and diffuse
widely across the value chain. The standards may also have reduced the transaction costs
by increasing the transparency of products and components, through flow of information
between producers and consumers regarding the inherent characteristics and quality of
products that can help in fetching good prices for the exporting establishments (David
and Greenstein, 1990; Jones and Hudson, 1996). Another important reason, which may
have helped the exporters to gain from exports, is the reduction in uncertainty in quality
as a result of the compliance with the environmental/technical standard. As Tewari and
Pillai (2005) reports, an official from Council of Leather Exports (CLE) points out that
it became a fashion to show that a leather and textile product is ‘Azo-dye’ free, since it
signals better quality and yields higher price.

The principal objective of these regulations is to ban a widely used chemical (which
is supposedly harmful) in the production process of leather and textile products and
substitute it with some improved quality input. This process of substitution entails a
firm to adjust its production process either using a different set of inputs (replacing the
banned chemical) and/or technical upgradation. Using a different set of inputs (of high-
quality) or new upgraded technology may have encouraged this growth in exports in

the post-regulation period. However, this process of substitution may have helped the
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firms to gain higher export earnings, but they also add to a firm’s production cost. The
literature on trade and environment points out that the cost of compliance is one of the
main reasons that makes it difficult for firms to comply with stringent environmental
standards without comprising their competitiveness. The idea is: mandatory regulations
impose economic/production costs on firms, which undermine industrial competitiveness
and reduce net exports (Chaturvedi and Nagpal, 2003). On the other hand, some studies
also point out how the firms could earn more revenue in the post-regulation period despite
increase in cost. Mohr (2002) and Greaker (2006) discusses how tough environmental
policies push a firm to invest in new pollution abatement techniques resulting in an
increase in final output. Rodrigue and Soumonni (2011) also finds support for the fact
that environmental investment encourages growth in exports for the Indonesian wood
products industry. The literature on technical barriers to trade also highlights that
external or foreign standards are more stringent and impede trade because developing
countries generally lack the scientific expertise and technical infrastructure to comply
with the new stringent standards (Chaturvedi and Nagpal, 2003). However, the assumed
trade-off may not materialise if a firm invest in high quality inputs or process, which
bears a positive effect on the quality of final product, thereby increasing its aggregate
sales. Therefore, the adaptation cost involved in the process of adjustment could also
be affected as a result of the regulations. As pointed out before, two significant events
followed the regulation relating to the process of compliance: (1) substantial reduction
of import duties on the substitutable inputs and (2) technical assistance by multiple
stakeholders (the upstream sector) in order to adapt the new input in the production
process.

I test the effect of the regulations on two important variables related to the process of
compliance — import of raw materials and royalty payments for technical knowhow at the
firm-level in Table 3. I use these variables as the measures for ‘adjustment support’. The
Govt. of India reduces the import duties substantially on the substitutable chemicals in
order to enable the leather and textile firms to easily procure the new inputs (chemicals).
This policy should affect the import bill of the firms. Since the information on the exact
tariff lines (on which the tariff duties have been reduced) is not available, I use information
on the import of raw materials by the firms as a proxy for the government-aid effect in
columns (1) - (4)." The results show that both the regulations have significant and
positive impact on the import of raw materials by the leather and textile firms at 1 per
cent level. Based on a field-level survey in Chennai and Kanpur for leather firms and
Mumbai and Surat for textile firms, a report from The Energy and Resources Institute

(TERI) (2005) also points out that the firms’ experienced an increase in their adaptation

T acknowledge that import of raw materials may also include other materials apart from the substi-
tutable chemical of ‘Azo-dye’. But, since ‘Azo-dyes’ was one of the main input of the leather and textile
firms’ during the 1990s, therefore substituting for that input would significantly affect the total import
of raw materials.
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cost (through using of imported high-quality materials) in the process of substitution of
the banned chemical. Moreover, the report also points out that the process of substitution
did not hinder export flows significantly.® Surveying a handful number of leather firms
in Chennai, Tewari (2001) also documents similar evidence of significant increase in their
cost of substituting the newly improved chemical. The effect continues to be larger in
case of the foreign regulation. OECD case studies (2006a, 2006b) on the effect of ‘Azo-
dye’ ban also reports of similar increase in the adaptation cost for the leather and textile
firms.

Another obvious consequence of the regulations is also the increased usage of raw
materials (the new substitutable ones) from domestic sources. The 1994 German regu-
lation though primarily targeted to the leather and textile industries also inadvertently
affects the chemical industry as well. They are the primary suppliers of the input (which
is banned) to the leather and textile firms. As a result, firm-level expenditure on raw
materials from domestic sources should reduce as a result of the drop in demand for the
banned input. This targeting of the input producers unleashed a process of innovation by
the chemical firms. They started to diffuse the new dyes as widely as possible among their
potential clients and also offered technical assistance to small and medium-sized firms as
well (Tewari and Pillai, 2005). The innovation of the new chemical (or input) and the
subsequent supply to the leather and textile firms would again induce a rise in the raw
material expenditure for its users, i.e., the leather and textile firms. The simultaneous
decrease (after the ban) and the consequent increase (after the product innovation by the
chemical firms) should cross-cut each other having no aggregate effect. In particular, I
should not find any significant effect of the regulations on the use of raw materials from
domestic sources. My result supports my conjecture (results not reported). According to
a OECD study (2006a), one consequence of this change is the improvement in the general
environmental performance of India’s leather and textile industries. Two years following
the ban, only 1 out of 129 samples failed the ‘Azo-dyes’ test compared to nearly all in
1994 (Tewari, 2001).

Case studies by OECD (2006a, 2006b) on the effect of the ‘Azo-dyes’ ban on the
leather and textile industries point out the evidence of technology transfer from Germany
in collaboration with industry associations (CLRI and BTRA) and Govt. of India. I use
the royalty payments made by the firms on account of technical knowhow as a proxy for
technology transfer. A leather and textile firm may use upgraded technology in order
to produce final products in order to comply with the regulation. Columns (5) - (8)
regress natural logarithm of royalty payments by firms plus one on the interaction term

of the respective regulation and sectoral (leather and textile) dummies. I fail to find any

8Surveying 30 firms (small and medium-sized with a handful of them being large) each from the
leather and textile sector, the report highlights that sufficient amount of time was been given by the
importers to modernise (which had obvious cost implications), but the cost has not been prohibitive for
further export opportunities.

17



significant effect of either of the regulations on the transfer of technology at the aggregate
level. T also use investments by the leather and textile firms towards R&D and sum of
expenditure on R&D and technology transfer as the dependent variable. I still do not find
any significant result. The reasons could be many. One of the most important reasons
could be that the transfer of technology concentrates only on one section and not the
entire size distribution of firms. I explore this in the later part of my paper.

Finally, to check whether the policy action taken by the Govt. of India to lower the
tariff on imports of the regulation conforming chemicals (inputs) have some effect on the
export earnings, I interact the natural logarithm of import of raw materials with my main
variable of interest — the interaction term, Post x [td. 1 find significant evidence of higher
returns of using imported raw materials on export earnings by the leather and textile
firms (results not reported), more so in case of the export regulation. Using the high-
quality substitutable inputs as suggested by the German regulatory authorities renders
some quality signalling to the final consumers and this catapulted into a positive impact
on the exports. Since imports are clearly endogenous to exports, I use the average import
of raw materials for the first four years of the period of analysis, i.e., of 1990-1993 (i.e.,
the years before the reform) and then interact with the respective regulation dummies to
test my hypothesis. I do the same exercise for expenditure on the use of domestic raw
materials and technology transfer. I find some evidence of increased returns using raw
materials from domestic sources, but only in case of the domestic regulation. I continue
to find no evidence of technology transfer helping the firms to earn more from their trade

flows in aggregate.

5 Survival Probabilities

5.1 Empirical Strategy

As trade cost goes down, the chance of survival of a firm increases, thereby enabling new
firms to enter the market. I test the opposite. The regulations could impose an additional
cost on the operation on the firms (in terms of complying with the regulations) and this
could lower their survival chances and thereby forcing them to exit the market (Melitz,
2003). In particular, I test the factors which could be responsible in lowering the chances
of survival of a leather and textile firm as a result of the regulation or help them to
survive. Since, the decision to exit is a discrete variable, which by definition equals 0 or
1, the conditional probit model with a discrete binary endogenous dependent variable is
appropriate. Hence the discontinuing probability of a firm ¢ operating in industry j at

time ¢ is:

Pr(Xijt = 0 | Xijt—l > O) =1 ’Lf ﬁ(POStjt % ltdijt * Zijt) —+ ,uj + 1267 + Eijt = 0
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= 0 otherwise

where, Z;;; is a vector of control variables, which includes import of raw materials,
expenditure on raw materials used from domestic sources, technology adoption, produc-
tivity of a firm, expenditure on plant and machinery and capital employed. All the
firm-level attributes are used in their natural logarithmic form. The dependent variable
is the discontinuing decision of a firm, which I denote as 1 if (a) the export of a firm equals
zero for the years 1995 or 1996 for the ‘Azo-dyes’ ban; and (b) the domestic sales equal
zero for the years 1998 or 1999 for the MoEF, Govt. of India regulation, conditional on
the fact that exports or domestic sales are positive on or before the year of the ban. Since,
the exit decision is taken at the firm-level, I use a full set of industry (4;) dummies. T also
include a battery of year fixed effects (). I continue to cluster the standard errors at the
firm level.” The coefficients are estimated by maximum likelihood procedure. I report
marginal effects. I continue to use the entire manufacturing sector less the chemical as
the control group in the estimation. All the estimations include the double interaction
and the individual terms. To check if the dependent variable is capturing the right effect
and not any just general trend, I additionally perform another estimation (results not
reported). I take any random year as the potential year of exit and run the same set of
regressions to see if the factors, which significantly affect the operation decision of a firm
as result of the regulation, stays the same. I do not find any such evidence.

While estimating the binary equation above, one issue which could influence my results
is the problem of attrition bias. This is not much of a problem in case of the export
market, as the exit rates are very low, i.e., around 5-7 per cent and secondly, I clearly
observe the firms who stop exporting in the years following the foreign regulation. But,
as for the domestic regulation, it is difficult to comment whether the firm is actually
exiting the market or just the sample. For example, a firm might become too small due
to the regulation and does not report their values or may even do a product switching.
Nonetheless, the results would still portray a true and clear picture about the effects of
the technical regulations on the dynamics of the Indian leather and textile industries, as

I focus on the firms, which survive the aftermath of these exogenous shocks.

5.2 Results

A regulation can affect an establishment or a firm for a variety of reasons:- impact on the
choice of technology, production scale, investment behaviour, changes in revenues and
costs (e.g., due to acquisition of more capital), choice of inputs, etc. These changes in

a firm’s structure due to compliance with a regulation could act as potential barriers,

°T also cluster it at the industry-level, but the results do not change.
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thereby decreasing their chance of survival. Biorn et al. (1998) studies the correla-
tion between environmental regulations and plant exit for three manufacturing sectors
in Norway in order to find that firm characteristics play an important role in the exit
probability of a firm. Therefore, following the imposition of these binding environmental
regulations—both international and domestic—I raise the following important concern: do
these environmental regulations (acting as a trigger) significantly impact the exit decision
of the firms, through different choice variables?

Table 4 discusses the results from the conditional probit estimation. Columns (1)
- (6) estimate the survival probabilities of a firm as a result of German regulation in
1994. Column (1) regresses the exit decision of a firm on the interaction of the natural
logarithm of import of raw materials and Postxltd. The result shows that use of imported
raw materials significantly affects the exit decision of a firm. The estimate is significant
at 1 per cent level. In particular, higher expenditure towards import of raw materials
entails low exit probability. In other words, the estimates indicate that at the mean,
a surviving leather and textile firm spent 0.15-2.17 per cent more in comparison to a
non-survivor on account of imported raw materials. It does so in order to comply with
the 1994 regulation and to continue its operation in the international market. Since the
export-market regulation is completely demand-driven, a firm which does not use the new
substitutable chemicals faces a rejection in the testing procedure leading to the return of
the shipments. This forces a firm to discontinue its operation from the export market.
Column (2) additionally introduces the amount of technology adopted by a new firm.
I define technology adoption as the sum of expenditure on R&D and royalty payments
for technical knowhow. I fail to find any significant effect of the technology adoption by
a leather and textile firm on its exit decision. My primary result continues to hold. I
take a step further to separate the components of technology adoption and run separate
regressions. I fail to find any significant effect of either of the components affecting the
exit decision.

Column (3) examines whether productivity of a firm has any effect on the exit decision.
I do not find any such evidence. As the results demonstrate, my initial result continues to
hold at 1 per cent level of significance. Change in the input mix may also induce changes
in the production process. This could force firms to make alterations in the capital
employed and expenditure towards machinery used for production. In order to account
for these changes, columns (4) and (5) introduce expenditure on account of plant and
machinery and capital employed (another size indicator). I continue to find no significant
evidence of any other factor except for the import of raw materials on the exit decision
of the firms. In column (6), I substitute import of raw materials with expenditure on use
of domestic raw materials controlling for the technology adoption of the firms and the
level of productivity. I do not find any effect of the use of the domestic raw materials.

However, I find higher adoption of technology and higher productive firms entail low exit
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probabilities. This result points to an interesting and crucial finding. A leather and
textile firm when not using any imported raw materials is dependent on the use of high-
technology process in order to produce high-quality products to survive the aftermath of
the 1994 regulation.

I repeat the same exercise in columns (7) - (12) in response to the 1997 MoEF, Govt.
of India notification. Column (7) uses the same regression as of column (1) with the
dependent variable taking the value 1 if a leather or textile firm’s domestic sales is zero in
the year 1998 or 1999 conditional on the fact that it is positive on or before the year of the
regulation. As the results show, I do not find any significant effect of the imported raw
materials on the exit decision of a firm as a result of the domestic regulation. Columns
(8) - (12) do the same set of estimations as (1) - (6) but by substituting expenditure
on imported raw materials with domestic raw materials. I find some evidence of higher
expenditure on raw materials from domestic sources implying lower exit probabilities. In
addition, the results demonstrate that higher productive firms have lower probabilities of

exit.

6 Heterogeneity

6.1 Empirical Strategy

This section aims to test whether the effect of the regulations is heterogeneous. I test
the effect of the regulations on the size distributions of the firms. In order to do so, I
divide the entire sample of firms into four different quartiles, according to the total assets
of a firm. I consider total assets as the size indicator of the firms. The different size
categories of firms are indicated by a dummy variable. For example, if the total assets of
a particular firm fall below the 25th percentile of the total assets of the industry, then that
firm belongs to the first quartile and the variable would indicate 1 for that particular firm,
and zero otherwise. Likewise, if a firm’s total assets fall between 25th percentile to 50th
percentile, 50th percentile to 75th percentile and above 75th percentile, the firm belongs
to the categories of second, third and fourth quartile, respectively. I interact different
quartile dummies with the respective regulation and leather and textile sector dummies
in order to measure the effect of an environmental regulation on that particular quartile
of firms. I estimate the effects on the different quartiles of the firms in two separate ways:

(a) the impact of the regulations for the four different quartiles on the three important
firm-level outcomes — exports, import of raw materials and royalty payments on technical

knowhow using the following equation:

hl(l’ijt) =
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8" Z(Post okt * Q) + ¢" Z Q7 + v(Postj * ltd;;) + firmcontrols 4+ 6; + vy + €5

r=1 r=1

where r indexes each of the four different quartiles of the size distribution and @)}, are
dummy variables taking the value of 1 when firm ¢ belongs to quartile r.

(b) secondly, the direct impact of the regulations on the discontinuing decisions of the

firms across different quartiles:

PI'(Xijt = O | Xijt—l > O) =1 ’Lf
4

B (Postjy  ltdij QL) + ¢ Z Qi + y(Postyy = ltdyje) + p1; + vy + €ije = 0

r=1 r=1
= 0 otherwise

The dependent variable used in the equation above is same as that in Section 5. It
takes a value 1 if the exports or the domestic sales of a leather and textile firm is zero in
either of the years following the regulation conditional on the fact that it is positive on
the year or the before the year of the ban. I use the entire manufacturing sector minus
the chemical as the control group in all the estimations above. Firms could change their
position (quartiles) over the period of operation and this may endogenize my estimates.
To control for this, I run the above regressions by using the average rank of the firms over
all the years of my dataset, 1990-2002. To test for the robustness, I also use the rank of
the firms in the base period of the analysis, i.e., 1990. But, the results do not change.

For both type of estimations, I continue to cluster the standard errors at the firm level.

6.2 Results
6.2.1 Effect of the Regulations

Table 5 estimates the effect of both the 1994 German and 1997 MoEF, Govt. of India
regulation on export earnings, import of raw materials and technology transfer by varying
firms according to their size distribution. Columns (1) and (2) regress the natural loga-
rithm of exports plus one on the interactions of the four different quartile dummies with
Post x ltd. The results demonstrate that the effect of the regulations is indeed hetero-
geneous'’. The increase in export earnings as a result of the regulations is concentrated
only on the upper-half of the firm size distribution, i.e., the 3rd and 4th quartile of firms,
which are typically the marginally big and big firms. Big exporters enjoy considerable
advantages in their economies of scale. This helped them to comply with the regulations

using the new high-quality inputs and/or upgraded production process, thereby earning

10The probability that the coefficients for four different quartiles being equal is zero.
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more revenue from exports. On the other hand, the results show that the firms belonging
to the 2nd quartile experiences a significant decline in their export earnings, but only in
case of the domestic regulation.

Next, in columns (3) and (4), I use the import of raw materials as the dependent
variable. I find that the regulations significantly increases the import of high-quality raw
materials for the big leather and textile firms, i.e., only for firms, which belong to the
4th quartile. The estimates are significant at 1 per cent level. Drawing reference fom
my earlier results in columns (1) and (2), I argue that the use of high-quality imported
substitutable raw materials helped the firms of 4th quartile to achieve higher growth in
exports in the post-regulation phase through quality signal in their products. Lastly, I use
natural logarithm of royalty payments on account of technical knowhow as the dependent
variable in columns (5) and (6). As the result demonstrates, the effect of the regulations
on the technology transfer is positive and significant for the firms belonging to the upper-
middle size cohort of the firm size distribution, i.e., the firms of the 3rd quartile. This
result regarding the transfer of technology concentrating on the upper-middle size cohort
of firms as a result of some exogenous trade-related shock is outstandingly similar to the
benchmark result of Bustos (2010), even though she uses a completely different context
and dataset. However, both Yeaple (2005) and Bustos (2010) points out that a reduction
in trade cost increases the use of the most advanced technology by the firms who export.
The findings, which I present are similar in one sense but quite the opposite in other
dimension — in this case, a supposed increase in trade cost forces the firms to use new
technology. Tewari and Pillai (2005) points out that in the adjustment process, there is
significant evidence of technical transfer from the standard-imposing country, which is
Germany, to India. The IGEP made a significant role in providing the firms with adequate
help to adapt to changes in the technical and environmental standard put forwarded by
the regulations. Additionally, Netherlands also provided technical assistance. Between
October 1996 and January 1997, Centre for the Promotion of Imports from Developing
Countries (CBI) in Netherlands, together with a Dutch independent consultancy, CREM,
jointly organised a series of workshops, which aimed at preventing the azo dye legislation
from becoming a trade barrier to developing country exporters (OECD, 1997). The
United Nations Industrial Organisation (UNIDO) also has been one of the most pro-active
intergovernmental organisations in providing technical assistance to leather industries
(OECD, 2006b). As a continuation of the significant technical assistance at the firm-level,
a new, internationally certified testing centres, such as Asia’s first ISO-17025 certified
testing and certification laboratories is established in 2001. It resulted in important
spillover gains for both the industries. These findings recommend that the involvement
of the state-both Germany and India—made a crucial difference to the degree and speed
of compliance.

To check whether the adoption of the new technology did actually result in the in-
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crease in gains from trade by the upper-middle size cohort of firms, I regress the natural
logarithm of exports on the interaction of the quartile, sectoral and regulation dummies
(Postj, * ltd;;; * Q%) with the natural log of payments towards technical knowhow. The
result points out that the technology transfer for the 3rd quartile of firms in the post-
regulation period is indeed the most important and significant reason behind the increase

in exports for this set of firms (results not reported).

6.2.2 Effect of the Regulations on the Exit Decision

Columns (1) and (2) of Table 6 display the direct effect of the regulations, export and
domestic respectively, on the survival probabilities of the leather and textile firms of
different sizes. I do this in order to find out the heterogeneity in the survival probabilities
of the firms. In other words, how the firm exit effects vary by size. I investigate the
required effect by using a conditional probit regression with a full set of industry and year
fixed effects. My variables of interest are the interaction terms of four different quartile
dummies with Postxltd. The coefficients of these interaction terms measure the variance
in the effect of the regulations on different sizes of the leather and textile firms. The results
from column (1) suggest that the export regulation of 1994 has lead to a sorting effect.
In other words, the regulation renders significant exit probabilities only for the small
firms, i.e., the firms belonging to the 1st quartile. These are typically the small firms,
which have been hit the hardest by the foreign regulation forcing them to stop exporting
and exit the market. Field-level reports by TERI (2005) also suggest severe impact of
the 1994 ban on the small enterprises. In particular, 24 firms, small and medium-sized,
belonging to the leather sector are surveyed in the city of Chennai, Tamil Nadu. Around
88 per cent of the respondents felt that the there has been an adverse impact of the
environmental standards, particularly the 1994 regulation, on export earnings in the long
run. The regulation acted as an insurmountable trade barrier, resulted in great loss, in
terms of selling in the export markets. Many problems crop up as a result of any binding
regulation, such as poor understanding of environmental issues, asymmetric information
on international regulations, not enough access to import of high quality raw materials
or new domestically produced input, limited technical knowhow etc. These may have
played a role in the exit decision of the small leather and textile firms.

In the post-regulation period, the German or E.U. importers of leather and textile
goods demand that the suppliers should certify their products to be azo-colourant free.
And, in India, many firms are located in the semi-urban areas. They do not have any
access to the testing laboratories. Also, these firms have very limited technical knowledge
and not willing to change their ways of production even if the information transfer issues
are solved. This left with no choice for German importers but to opt or buy from the large

firms instead. This led the gains from trade to be concentrated only on the big firms. On
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the other hand, the gains also got amplified as a result of the use of high-quality imported
raw materials and technical upgradation by the upper-middle and big firms of the size
distribution. This process of upgradation also helped the upper-middle and big firms
to survive in the export market and retain their international competitiveness. Another
important factor that could have a role in the adjustment process of the small firms is
the difficulty in detecting exactly where the new chemicals should enter the value chain
mainly due to their decentralised character.

This particular result about the sorting effect draws support from the finding of Pavc-
nik (2002), where she argues that the drop in tariffs help to reallocate resources from the
small firms to the big firms. I find the exact result, but not in case of a fall in trade cost,
but for the rise in some kind of implicit trade cost. To check whether the result regarding
the sorting effect is true, i.e., there is a reshuffling of resources from the small to the
large firms, I do the following simple exercise using Pavcnik (2002) and Olley and Pakes
(1996). First, I compute aggregate industry-level productivity measures for each year.
Next, I decompose the productivity measure into two parts — the unweighted aggregate
productivity measure (pr,) and the total covariance between a firm’s share of the industry

output and its productivity ((s;; — S¢)(priz — pr,)) by the following equation:

Wy = Z SitPTit = Pry + Z(Sit —5¢)(prie — pry)

where the bar over a variable denotes a mean over all the firms in a given year. The
covariance is the contribution to the aggregate weighted productivity resulting from the
reallocation of resources across firms of different productivity levels. If the covariance is
positive, it means that there is a reallocation of resources towards the big or the efficient
firms. I find the covariance term to be positive following the year of the export regulation
(results not reported). I also compute it for the exporters. The result stays the same —
the covariance term is positive and increasing in the post-regulation period.

I now shift my attention to the domestic regulation. Column (2) regresses the exit
decision of a firm from the domestic market as a result of the 1997 MoEF, Govt. of India
regulation on different size categories of firms. Unlike my previous result, I find that the
negative effect of the regulation is similar across size distribution of the leather and textile
firms, i.e., all size quartiles are significantly affected. the effect increases with the firm size
— the big firms are more affected than the small firms. But, this does not say whether the
firms actually exits the market or stops producing the product. Lipscomb (2008) reports
evidence of product-switching by the Indian manufacturing firms as a result of state-level
environmental enforcement in India. Secondly, the big firms are usually the exporters
who already have adjusted themselves in response to the foreign regulation. Therefore,

the firms of the 3rd or the 4th quartile which are affected as a result of the domestic
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regulation are more likely to be the medium-sized enterprises in absolute terms rather

than the usual big ones.

7 Upstream Effects

This section uses data on chemical firms, which produced the banned input/dye (Azo-
dye), to measure the upstream effects of the regulations. In other words, I would like to
check whether there is any spillover effect of the environmental regulations and if any,
will further corroborate my findings I demonstrate so far. The MoEF bans the com-
plete production and import of the harmful chemical (Azo-dyes) in 1997. By doing so, it
effectively, though inadvertently, turns the input industry, in this case the chemical com-
panies, into de facto diffusers of environmental compliance (Tewari and Pillai, 2005). In
addition, the domestic regulation in 1997 also indirectly shifts the impetus of enforcement
from the state-level to private stakeholder agencies, which are now directly at the firing
line. Facing a zero demand for one of their crucial products, the chemical companies op-
poses the government’s ban to begin with. But, due to widespread demand for the new,
safer dyes among the leather and textile firms, the chemical firms start experimenting
with development of the substitutes and also offered technical assistance to adapt them
smoothly as well as efficiently.

To check for these possible spill-over or upstream effects, I concentrate on two firm-
level attributes — domestic sales and R&D expenditure of the chemical firms. The reason:
as a result of the regulations, the chemical firms will initially experience a decline in
demand for the input—the one, which has been banned—particularly from the leather and
textile industries. This primarily corresponds to a negative effect on their domestic sales.
Facing a potential loss resulting from the drop in demand, the chemical firms will start
developing new chemicals, working closely with their clients (the leather and textile firms,
who are the users of their products) by showing them samples, giving them chemicals
on credit and offering technical assistance, all as a way to increase sales. Therefore, I
should find no net effect on the domestic sales of the chemical firms — the simultaneous
decrease after the ban and the consequent increase as a result of the innovation of the
safe improved dye should cancel out. On the other hand, the decision to produce the
new suggested /substitutable input for subsequent use in the leather and textile industries
should render a positive effect on the R&D expenditure of the firms. Table 7 produces
the required result.

Columns (1) - (4) focus on domestic sales, whereas (5) - (8) use R&D expenditure as
the dependent variable. I use the entire manufacturing set of firms minus the leather and
textiles sector as the control group in my estimations. In accordance with my hypotheses,

I do find no effect of the regulations on the domestic sales of the chemical firms. I take
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a step further to divide the firms into four different quartiles by size to see if there is a
difference in the behaviour. And indeed, there is. The small firms do suffer a negative
impact on the domestic sales, but the effect is limited only in case of the 1994 German
regulation.

Now, I turn my attention to the case of product innovation through R&D investments
by chemical firms. I find significant and strong positive evidence of product innovation in
case of both the regulations. In other words, I find strong evidence of regulation-induced
innovation, but in case of the upstream sector and not downstream. The regulations by
Germany and Govt. of India forced the input supplier or the upstream firms to innovate
and properly diffusing the quality standards (new input/chemicals) among the leather and
textile industries (Pillai, 2000) in order to help them through the process of adaptation.
The effect is significantly higher in case of the export regulation. Lastly, on dividing
firms by size I find significant evidence of R&D investments for firms, which belong to
the 3rd quartile or upper-middle size cohort of firm distribution. This product innovation
propelled the large firms to re-capture the domestic market and help minimizing the loss
in the net revenue. However, this is not the case for the small firms (as shown by the
previous result).

Tewari and Pillai (2005) reports the presence of several subsidiaries of multinational
firms in the chemical sector of India. This presence of multinational firms could very well
drive the aggregate results reported above. To check whether the results of the R&D
investments are driven by the presence of multinational or foreign-owned firms, I divide
the firms according to their ownership and run the estimations reported in columns (1) -
(2) and (5) - (6) (results not reported). The foreign firms experience significant increase in
their aggregate domestic sales as compared to the domestically-owned firms (for which I
do not find any significant net effect). On the other hand, in case of the R&D investments,
it is the opposite. In other words, I find significant and positive effect for the domestic
firms vis-a-vis the foreign firms. This result reinforces the earlier result about the effect
of the regulations on the domestic sales. The substitutable chemicals are readily available
with the foreign multinationals, so they experience a surge in their domestic sales in the
post-regulation period without investing in R&D. However, this is not the case with the

domestic firms.

8 Sensitivity Analysis

Table 8 produces some robustness checks using different techniques and different sam-
ples. I report results only for the export earnings of a firm. In columns (1) and (2), I
interact industry and time fixed effects to control for industry-level unobservable hetero-

geneity which vary over time. In particular, the interacted fixed effects will control for
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the yearwise phasing out of the quotas with regard to the MFA and also the delicens-
ing process of the different manufacturing industries. As the result demonstrates, the
interaction of the industry and year fixed effects does little to alter the primary result. I
continue to find significant and positive effect of the 1994 regulation on exports of leather
and textile firms. However, I do not find any significant effect in case of the 1997 domestic
regulation.

Even though the interaction of the industry and year fixed effects should control for the
confounding effects of the MFA phase-out on the aggregate (leather and textile) export
revenues, it could still be possible that I am picking up the effect of the MFA, unless I
divide my sample and separately estimate the effect of the regulations on the leather and
textile firms individually. A significant effect on the leather exporters’ revenues would
reject the null hypothesis that the aggregate effect is driven by the MFA phase-out.!!
Columns (3)-(4) use only the textile firms as the ‘treated’ group, whereas columns (5)
and (6) employ only the leather firms as the concerned group. The results show that
there is significant relative increase in the export earnings for both the leather and textile
firms over the period of 1990-2002 as a result of the ‘Azo-dye’ ban.

In columns (7) and (8), I deal with the problem of zeroes. For all the previous estima-
tions in the paper, I use natural logarithm of dependent variable plus one to estimate the
model in percentage changes. I understand that dealing with zeroes is a huge issue and
the plus one method is somewhat arbitrary. One standard way to deal with the situation
is to instead estimate using a Poisson Pseudo-Maximum Likelihood (PPML) following
Silva and Tenreyro (2006). Like logging the dependent variable, PPML estimates the
coefficients in terms of percentage changes. On the other hand, unlike log, PPML is able
to handle zeroes. PPML gives consistent point estimates for a broad class of models: the
dependent variable does not have to follow a Poisson distribution or be integer-valued
(it can be continuous). I estimate the standard errors using Eicker-White robust covari-
ance matrix estimator. As the point estimates demonstrate, both the regulation induces
significant gains from exports.

Column (9) uses both the regulation dummies. I do not find any difference in the
outcome from my earlier results. Exports increased as a result of the 1994 regulation.
Column (10) conducts a placebo test, using a ex-ante ex-post approach to prove that the
1994 regulation is not endogenous. It could be possible that some of the exporters, who
are the members of some importers organisation, knew about the 1994 regulation from
before. Therefore, they may have adjusted themselves according to the modalities of the
regulation, thereby having a positive impact on the export earnings in the post-regulation
period. I argue that this is not the case. I use two ex-ante variables, Ban94(t — 3) and

Ban94(t — 2), which takes value 1 for all the year less than three and two years of the

"UHowever, existing research on the effect of MFA phase-out on Indian textile sector shows that the
gains from the phase-out starts from the year after 2002, whereas my period of analysis is till 2002.
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regulation, respectively. I also use ex-post variables, Ban94(t+2) and Ban94(t+3), which
takes a value 1 for the year greater than two and three years of the regulation. The results
show that the ex-ante estimates are less than the concurrent effect of the regulation,
whereas the ex-post estimates portray amplification effect of the Ban94, proving that the
regulation is not endogenous. In columns (11) and (12), I use a different control group. In
particular, I look for a control group, which is within the leather and textile sector and is
outside the purview of the ban. Though, it is not clearly mentioned anywhere that which
sector within the leather and textiles group is not impacted by the ban. But, a careful
reading points out that the man-made fabric sector (within textiles) and footwear (within
leather) could act as a possible control group. I find my estimates to be significant and
positive. Lastly, in column (13) I check the effect of the 1994 ‘Azo-dye’ regulation on the
productivity of a leather and textile firm. I estimate the productivity using Levinshon
and Petrin (2003) methodology'?. T continue to use the other manufacturing sectors less
the chemical as the control group. As the result shows, I do not find any effect of the

‘Azo-dye’ regulation on the productivity of a leather and textile firm at the aggregate.

9 Conclusion

This paper investigates the trade, adaptation and firm exit effects of the imposition of
a purely exogenous technical standard or trade-related environmental regulation, specif-
ically designed for the Indian leather and textile firms. It exploits firm-level data from
leather and textile manufacturing sector to present evidence, which is at odds with the
prevalent view of environmental compliance and trade competitiveness of firms from de-
veloping countries. In particular, I find that regulations lead to significant increase in
gains from international trade for both the leather and textile firms, especially in case of
the foreign regulation. The gains from trade is realised on the basis of a signalling effect
through the use of high-quality raw materials and high-technology production process.
Exploring the effect on the adaptation cost of the firms, I find significant increase in
the expenditure towards usage of import of raw materials as a result of the regulation.
Regulation, on average, acts as a barrier and when emerged from a buyer in the interna-
tional market, can be termed as an implicit trade cost, which can impact firm survival.
I investigate the impact of the regulations on the exit probabilities of an average leather
and textile firm. Higher use of imported raw materials entail low exit probabilities in case
of foreign regulation, whereas, high productivity firms are the survivors for the domestic
regulation. On dividing the firms by size, I find that the increase in revenue from exports
are concentrated only on the upper-middle (3rd quartile) and big firms (4th quartile) of

the size distribution. This gain is a result of the increased use of imported raw materials

12Please see Levinshon and Petrin (2003) for details.
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(firms of 4th quartile) and use of new production technology (3rd quartile firms). I also
find that the foreign regulation led to sorting effect - discontinuation of the small firms
from the export market. Lastly, I find significant evidence of the product innovation, but
in case of the upstream or chemical firms.

There is considerable debate about whether regulations or standards do help or hurt
the competitiveness of firms. And, this paper is a small empirical contribution to this
continuously growing literature. Though this paper does not test Porter’s hypothesis
(1995) directly, but it explore issues somewhat similar. The results go beyond the as-
sumed trade-off between the compliance and the competitiveness of the firms and prove
that firms from developing countries can also comply with stringent global standards that
are increasingly becoming associated with trade, without necessarily undermining their
competitiveness. One problem that could have hindered the performance of the firms is
the non-motivation of the state to comply or the jurisdictional battles, which often com-
plicate the effective implementation and enforcement of standard. The argument is that
the political weakness of the state and its limited administrative and technical capacity
could pose a threat to the effective diffusion of new norms and standards (Dasgupta,
2000). But, it was not the case for India. The Govt. of India’s quick response in terms
of substantial reduction of the import duties of the substitutable chemicals and matching
regulatory action in response to the embargo by Germany are also important components
in the process of the transformation of the firms. Nonetheless, in the context of these
reforms, India not only promoted the quality of production for the domestic market but
also for exports in order to obtain the necessary foreign revenue for development and
investments. And, in the process, the leather and textile industry played an important
role. Finally, the study adds further fuel to the debate of environmental regulations and
trade with the regulations helping those Indian industries to upgrade and making their
presence felt in the global market in the background. According to an interview con-
ducted by Tewari and Pillai (2005) in Indo-German Export Promotion Project in New
Delhi, April 2003, there is a general agreement that India had taken case of its Azo-
dye problem and emerged as a model in the international circles, especially among its

competitor countries, such as China, Pakistan.
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