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Abstract

Large corporate entities that dominate the business world often make it difficult for their relatively smaller and local counterparts to compete. In this scenario, if the smaller player (operating independently) shuts down business and opts to work or produce under contract for the larger firm, it is the reduced profitability of the smaller firm that will constitute the benchmark against which the contract is designed. This benchmark - that is, the reservation utility, is typically taken to be exogenously given in economic theory and it is the possibility of reservation utility being endogenous that this paper formally explores. This is done by allowing the larger firm to undertake investments that not only reduce its own costs but also induce lower profitability for the smaller player. The analysis specifically highlights the labor market channel through which economic power of large corporations is manifested and the design of antitrust law from the point of view of organizational and distributional justice.
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1 Introduction

Reservation utility, or the amount that an agent gets in his next best alternative use, is a vital component of all principal-agent models. Any contract, in theory, must offer the agent at least his reservation expected utility, in order for it to be accepted. This then forms the basis for the individual rationality constraint or the participation constraint in economic modeling. Contracting models, however, typically take this reservation utility as exogenously given. The possibility of reservation utility being endogenous has been explored formally in a seminal paper by Basu (1986), as also in Chambers and Quiggin (2000). These papers are interesting in that they attempt to incorporate qualitative issues such as influence and power that tend to get marginalized in conventional economic modeling. Specifically, these papers examine issues of power and influence in the framework of triadic relationships - relationships where two parties interact with each other both directly, and indirectly, through a third party (Basu, 1986).

Unlike the existing literature that emphasizes the emergence of endogenous reservation utility in triadic relationships (involving, for instance, a landlord, a laborer, and a merchant), this paper illustrates that such a possibility may emerge even in a dyadic setting where parties interact pairwise. Dyadic settings that provide a suitable backdrop for the analysis in this paper include large retail chains (in relation to mom and pop stores), ecommerce (in relation to offline "real" stores) and modern-day contract farming (in relation to independent farming).

Among the large retail chains, Wal-Mart, for instance, is well-known for having acquired a key competitive advantage by not only investing heavily in cutting-edge technology but doing so faster than any of its competitors. Wal-Mart’s strength lies in the relatively low prices that it charges as compared to its competitors comprising supermarkets and local “mom and pop” stores. Its low cost culture reflects a market philosophy that can be attributed to several factors such as purchasing goods in bulk directly from manufacturers instead of relying on wholesalers, constantly innovating and improving its IT infrastructure, and so on. Overall, low prices can be attributed to the scale and scope efficiencies that Wal-Mart has invested in. (Friedman, 2005; Basker, 2007)

However, low prices charged by Wal-Mart and other retail chains have also received considerable attention on account of the difficulty they pose for the small players to compete. The company has also come under scrutiny for its low wages and benefits. The demise of several mom and pop
stores has been attributed to their inability to match Wal-Mart prices. Goetz and Swaminathan (2004) suggest that one of the options available to such storeowners (and their employees) once they shut down is to work for Wal-Mart itself. If contracts pay no more than the reservation utility, the Wal-mart contract with this former store owner or employee will offer him no more than the new reduced income that results from the store’s inability to compete. A similar situation can be envisaged for e-retail vis-à-vis real offline firms.

Another case in point is modern-day contract farming that involves a food processing company that contracts with farmers to grow a particular crop or grow slaughter animals to market weight. Such companies have also been able to exploit new scale economies through significant cost-reducing investments. What has emerged under modern-day contract farming is a factory style of farming under highly controlled environments. The advantage of this factory style of farming is that it enables a uniform product quality to be brought to the market at relatively low market prices. While this is beneficial for consumers, this also means reduced returns for smaller, independent producers who cannot charge similar competitive prices and cannot undertake similar cost-reducing investments (Macdonald, 2006).

An illustration of the inability of smaller producers to compete with the larger players is the case study 'A contract on hogs: A Decision Case' by Swinton and Martin (1997) that describes the factors underlying a Michigan farm couple’s decision to go for contract production with the company “Pork Partners”. This is a couple that was operating independently - raising hogs outdoors and selling them to an agent of Michigan Livestock Exchange. However, declining hogs prices in the late 1980s and the inability to earn the premium offered on the production of leaner hogs (hogs raised outdoors tend to be fatter) were among the important factors adversely affecting their profit margins, eventually leading them to opt for contract production with Pork Partners.¹

The above facts suggest that the inability to compete with bigger operations reduces the profitability of independent production for smaller players. And, in this scenario, if the smaller player opts for contract production under the bigger player, it is the reduced profitability under the independent production arrangement that will constitute the benchmark against which contracts will be designed.

¹Leanness or the muscle-fat ratio is an indicator of quality in the meat industry. Consumers these days tend to prefer lean meat for health reasons and there is, therefore, a premium attached to producing leaner animals.
It may be noted here that investments of bigger operations may be undertaken primarily to reduce costs and become more competitive vis-à-vis other players. The activities need not be directly and "consciously" targeted towards ultimately getting the smaller players to work under contract. However, the linkages in the economy may be such as to lead to an outcome of this kind and it is these linkages that this paper explores.

Power and influence have been examined by Basu (1986) in the context of triadic relationships involving, for instance, a village landlord, a laborer and a merchant. In this setting, a labor contract offered by the landlord to the laborer is accompanied by a threat where, in the event of this contract not being accepted by the laborer, the landlord ensures that the merchant will also refuse to trade with him. Basu brings out the exploitative nature of the exchange by showing that such a transaction that involves a threat may actually leave the laborer with a negative utility. Chambers and Quiggin (2000) examine a similar set-up in a state-contingent contractual framework where a landlord can affect a peasant’s reservation utility through political or other extra-contract exploitative means. In particular, they show that the equilibrium reservation utility falls with a reduction in the cost of exploitation and with an increase in the crop price. Hart and Holmstrom (1987) too recognize that reservation expected utility will be endogenous when ex-ante competition is imperfect so that the parties involved will bargain over the ex-ante surplus in the contract.

In the light of the discussion above and in what follows formally in this paper, endogenous reservation utility:

a. is seen to emerge in a dyadic setting where parties interact pairwise in a strategic manner. As a matter of fact, the scenario in Basu can also be seen in terms of a dyadic relationship if, for example, one allows for the landlord to “legally” enter into a partnership with the merchant (or even take over the merchant’s business) and then offer his contract and the merchant’s goods to the laborer as a package. Even though the outcome will be the same as that in Basu’s story, the means to achieving that outcome seem part of normal economic behavior!

b. may not be a consequence of a “coercive” threat but may be a consequence of the exertion of economic power (or, in more extreme situations, economic coercion). Moreover, it is pre-contract (before the contract is signed) or outside-of-contract interactions that influence the reservation utility in this paper as opposed to the existing literature where extra-contract means within an existing contractual framework are used to examine the issue of endogeneity.
The question is whether the situation is threatening and therefore subject to antitrust legislation. This is a subjective issue and depends on the legal and/or moral evaluation of the situation by the adjudicating authority. There is one view influenced by the Chicago School of Economics that emphasizes consumer welfare so that greater efficiency of large firms achieved through economies of scale and passed on to consumers through lower prices is a good thing. However, there are other viewpoints that emphasize that consumer benefits have to be seen together with company size and number of competitors and antitrust laws framed accordingly.

The approach of the paper is production-theoretic and the state-contingent approach that incorporates fundamental principles of production theory under uncertainty is used for the purpose of modeling. The state-contingent approach builds on the idea of state-contingent commodities in the tradition of Arrow and Debreu. A state-contingent commodity is one whose “delivery is contingent on the occurrence of a particular state of nature” (Chambers and Quiggin, 2000). Overall, this production-theoretic state-contingent approach has the advantage of allowing for a sufficiently general and rational representation of the production technology with multiple inputs and state-contingent outputs, in contrast to the existing mainstream literature on contracts and institutions. For a formal exposition to this approach and its comparison with the mainstream approach based on a parameterized distribution formulation, see Chambers and Quiggin (2000).

The rest of the paper is organized as follows. The next section provides a model overview for the equilibrium determination of the reservation utility and a description of the production technology. Section 3 develops and examines the model for the determination of reservation utility in a strategic Cournot duopoly setting. This is followed by Section 4 that provides an analysis of contract production with endogenous reservation utility. Section 5 concludes.

2 Model Overview and the Production Technology

Suppose there are two players - firms I and II, and currently firm II works under contract as the agent for firm I, the principal firm. This is the status quo preceded by both players operating as independent producers. While the contract is such that it pays II no more than his reservation utility, this reservation utility is no longer exogenous as is the case in standard moral hazard models. In particular, it is assumed that the reservation utility of the agent in this model is determined
in a strategic Cournot duopoly setting where both firms I and II make their production decisions simultaneously and independently. It is further assumed that firm I is the relatively larger, more competitive and more cost-effective firm. Both firms produce a single output \( z \) which is assumed to be homogeneous. The output could be measured in terms of weight in contract farming, and number of units produced in the case of a manufacturing firm. For a retail chain, number of units sold assuming that it sells only one broadly defined product, say, "stationery" or "food", with individual items measured in the same unit. \(^2\)

Irrespective of the production arrangement, the production process or business in general requires \( M \) fixed inputs denoted by \( \mathbf{h} \in \mathbb{R}^M_+ \) (e.g. land area devoted to production), and \( N \) variable inputs with the variable input vector represented by \( \mathbf{x} \in \mathbb{R}^N_+ \). The non-stochastic inputs are committed prior to the resolution of uncertainty. Uncertainty entails ‘Nature’, a neutral player, making a choice from among two mutually exclusive states. Let the set of states of nature be represented by \( \Omega = \{1, 2\} \). Such a set serves to highlight the uncertain aspects of production. Let \( \pi_1 \) and \( \pi_2 \) be the probabilities with which states 1 and 2 occur, respectively. Moreover, the following assumption is made:

**Assumption 1**

*It is assumed, without loss of generality, that state 1 is the good state.*

The sequence of moves that govern production on the "field" is as follows: A firm, given \( \mathbf{h} \), first commits a vector \( \mathbf{x} \) of non stochastic inputs to production that allows it to produce a vector of state-contingent outputs, \( (z_1, z_2) \in \mathbb{R}_+^2 \), with the typical element being \( z_s \), where \( z_s \) represents the amount of output that is realized in state \( s \) (\( s = 1, 2 \)). Nature then makes a draw from \( \Omega \) which, along with \( \mathbf{x} \) and \( \mathbf{h} \), determines the output \( z_s \), corresponding to the state \( s \) that materializes. For the complete structure and timing of the game, see Section 4.2.

The production technology is described in terms of the input correspondence \( X(z_1, z_2; \mathbf{h}) \) that consists of the sets of variable inputs that can produce a particular state-contingent output vector \( \mathbf{z} = (z_1, z_2) \in \mathbb{R}_+^2 \) given a vector of fixed inputs \( \mathbf{h} \). It is assumed that both firms are cognizant of the technology and each other’s preferences.

\(^2\)Alternatively, \( z \) could also be interpreted as output quality with the two firms competing on the quality dimension of output.
3 Determination of reservation utility in a Cournot Setting

The reservation utility of the agent is determined by what he gets in his next best alternative use which is characterized here by the agent operating independently as firm II, and competing with firm I (that, under contract, acts as the principal). The situation outside of the contract is modeled in terms of a state-contingent Cournot duopoly model where the parties concerned are assumed to engage in independent production of a homogeneous product and act simultaneously and non-cooperatively.

To see the exact mechanism under which the firms interact, denote firm $i$'s production by $(z_{i1}^s, z_{i2}^s)$, $i = I, II$, corresponding to the two states of nature. Let $z_1^I + z_1^{II} = Z_1$ and $z_2^I + z_2^{II} = Z_2$ with $Z_s$ representing the total production of the two firms taken together in state $s$, $s = 1, 2$.

Suppose, the market price is given by the inverse demand function $p(Z_s)$ for state $s$. In particular, $p(Z_s)$ is assumed to be linear and is given by $p(Z_s) = 1 - Z_s$, $s = 1, 2$.

Firm $i$ ($i = I, II$) receives a gross amount $r_s^i = p(Z_s)z_s^i$ in state $s$, $s = 1, 2$. It is assumed that firm I is risk neutral and its preferences over $r$ are of the linear form $\pi_1 r_1^I + \pi_2 r_2^I$. Player II’s preferences over ‘$r$’ represented by $W$ are assumed to be constant risk averse (CRA) preferences so that:

$$W(r^{II}) = r^{II} - \kappa \sigma [r^{II}],$$

where $r^{II}$ is player II’s mean income equal to $\pi_1 r_1^{II} + \pi_2 r_2^{II}$, $\kappa$ is an index of risk aversion ($\kappa > 0$), and $\sigma$ is the standard deviation associated with $r^{II}$. The preference function $W(r^{II})$ exhibits both constant absolute and constant relative risk aversion (Safra and Segal, 1998; Chambers and Quiggin, 2000). Therefore, using the assumption that state 1 is the good state:

\[\sigma^2[r] = \sum_s \pi_s (r_s - r)^2 = \pi_1 (r_1 - \pi_1 r_1 - \pi_2 r_2)^2 + \pi_2 (r_2 - \pi_1 r_1 - \pi_2 r_2)^2 = \pi_1 (\pi_2 r_1 - \pi_2 r_2)^2 + \pi_2 (\pi_1 r_2 - \pi_1 r_1)^2 = \pi_1 \pi_2 (r_1 - r_2)^2 + \pi_1^2 \pi_2 (r_2 - r_1)^2 = \pi_1 \pi_2 (r_1 - r_2)^2 (\pi_2 + \pi_1) = \pi_1 \pi_2 (r_1 - r_2)^2 (\text{since } \pi_2 + \pi_1 = 1)\]

The standard deviation associated with $r$ is obtained by taking the positive square root of the expression above. Therefore,

$$\sigma[r] = \sqrt{\pi_1 \pi_2 | r_1 - r_2 |}$$
\[
W(r) = \pi_1 r^I_1 + \pi_2 r^I_2 - \kappa \sigma[r^I]
\]
\[
= \pi_1 r^I_1 + \pi_2 r^I_2 - \kappa \sqrt{\pi_1 \pi_2} [r^I_1 - r^I_2],
\]
\[
= \pi_1 p(Z_1) z^I_1 + \pi_2 p(Z_2) z^I_2 - \kappa \sqrt{\pi_1 \pi_2} [p(Z_1) z^I_1 - p(Z_2) z^I_2]
\]

Let \(g^i(x^i) : \mathbb{R}^N_+ \to \mathbb{R}\) be the effort-evaluation function for firm \(i = I, II\) under independent production.\(^5\) The function \(g^i(x^i)\) gives firm \(i\)'s (\(i = I, II\)) evaluation over a particular input bundle \(x^i \in \mathbb{R}^N_+\) chosen by him. It is assumed that \(g^i(x^i)\) is nondecreasing, continuous, and convex for all \(x^i\) (Chambers and Quiggin, 2000). Let \(C^i(z_1^I, z_2^I)\) represent firm \(i\)'s variable cost function that reflects the (ex ante) minimum cost of producing a given state contingent \((z_1, z_2) \in \mathbb{R}^2_+\) given \(h\). It reflects the firm’s cost minimizing choices of \(x\), and is defined as:

\[
C^i(z_1, z_2) = \min_{x^i} \{ g^i(x^i) : x^i \in X(z_1, z_2, h) \},
\]
if there is an input vector \(x^i \in \mathbb{R}^N_+\) that can produce a given \(z\), and \(\infty\) otherwise. In particular, I assume a linear cost function that is characterized by constant returns to scale so that:

\[
C^I(z^I_1, z^I_2) = c_1 z^I_1 + c_2 z^I_2 \text{ for firm } I, \text{ and }
\]
\[
C^{II}(z^I_1, z^{II}_2) = d_1 z^I_1 + d_2 z^{II}_2 \text{ for firm } II.
\]

It is assumed that firm \(I\) is the more cost-effective firm and has a distinct cost advantage so that \(c_1 < d_1\), and \(c_2 < d_2\).

The model below examines strategic interaction between two players - (1) Firm I producing

\[\sigma[r] = \sqrt{\pi_1 \pi_2} (r_1 - r_2) \text{ if } r_1 \geq r_2\]
\[= -\sqrt{\pi_1 \pi_2} (r_1 - r_2) \text{ if } r_1 < r_2\]

\(^5\)The effort evaluation function under independent production namely, \(g^i(x^i)\), reflects a cost structure that is different from the one that is outlined in the second part of the main model that characterizes contract production. The case where the cost structures coincide is a special case within this more generalized set-up that allows for different cost structures.
independently either as an individual firm or by contracting with firms other than firm II, and (2) Firm II that is an individual firm producing independently. The players make their output decisions simultaneously and independently in a state-contingent Cournot framework. In each state, each firm maximizes expected returns and chooses its optimal output based on its conjecture of what the other player does.\(^6\) This then determines a reaction curve for each firm, and the reaction curves for the two firms simultaneously determine the mutual best response in state-contingent outputs that constitute the Nash equilibrium. The state-contingent market price is then determined by the inverse demand function, assuming that demand equals the total quantity produced by the two firms.

Firm II’s optimization problem, given the state-contingent output choices of firm I, can be stated as:\(^7\)

\[
\max_{z_1^{II}, z_2^{II}} \pi_1 (1 - z_1^I - z_1^{II}) z_1^{II} + \pi_2 (1 - z_2^I - z_2^{II}) z_2^{II} - \kappa \sqrt{\pi_1 \pi_2} [(1 - z_1^I - z_1^{II}) z_1^{II} - (1 - z_2^I - z_2^{II}) z_2^{II}] - d_1 z_1^{II} - d_2 z_2^{II}.
\]

Assuming an interior solution, the first order conditions are:

\[
\begin{align*}
z_1^{II} : & \quad \left( \pi_1 - \kappa \sqrt{\pi_1 \pi_2} \right) (1 - z_1^I - 2z_1^{II}) - d_1 = 0 \\
z_2^{II} : & \quad \left( \pi_2 + \kappa \sqrt{\pi_1 \pi_2} \right) (1 - z_2^I - 2z_2^{II}) - d_2 = 0.
\end{align*}
\]

The reaction functions for firm II corresponding to states 1 and 2, respectively, as derived from the first order conditions above, are represented as:

\[
\begin{align*}
1 - z_1^I - 2z_1^{II} &= \frac{d_1}{\pi_1 - \kappa \sqrt{\pi_1 \pi_2}} \quad (1) \\
1 - z_2^I - 2z_2^{II} &= \frac{d_2}{\pi_2 + \kappa \sqrt{\pi_1 \pi_2}} \quad (2)
\end{align*}
\]

\(^6\)In particular, each firm acts as the monopolist over its residual demand.  
\(^7\)It is assumed that for both firms, the joint evaluation over the input vector \(x\), and over the receipts \(r\) are separable.
Now, looking at firm I’s maximization problem, we get:

\[
\max_{z_1^I, z_2^I} \pi_1 (1 - z_1^I - z_2^{II}) z_1^I + \pi_2 (1 - z_2^I - z_2^{II}) z_2^I - c_1 z_1^I - c_2 z_2^I.
\]

The corresponding state-contingent reaction functions for firm I in states 1 and 2, respectively, are obtained from:

\[
1 - 2z_1^I - z_1^{II} = \frac{c_1}{\pi_1} \tag{3}
\]

\[
1 - 2z_2^I - z_2^{II} = \frac{c_2}{\pi_1} \tag{4}
\]

Solving (1) and (3) simultaneously for the optimal state-contingent outputs corresponding to state 1 gives:

\[
z_1^{I*} = \frac{1}{3} - \frac{2c_1}{3\pi_1} + \frac{d_1}{3(\pi_1 - \kappa\sqrt{\pi_1\pi_2})}, \tag{5}
\]

\[
z_1^{II*} = \frac{1}{3} + \frac{c_1}{3\pi_1} - \frac{2d_1}{3(\pi_1 - \kappa\sqrt{\pi_1\pi_2})} \tag{6}
\]

As can be seen from the results above, firm II’s optimal state-contingent output is decreasing in its own marginal cost in state 1, and increasing in firm I’s marginal cost \(c_1\). The same kind of argument holds for firm I but we are concerned here with firm II and its returns in each state, as its expected returns from this game determine its reservation utility under contract.

Similarly, by solving (2) and (4) simultaneously, we get the optimal production levels corresponding to state 2 for firms I and II, respectively:

\[
z_2^{I*} = \frac{1}{3} - \frac{2c_2}{3\pi_2} + \frac{d_2}{3(\pi_2 + \kappa\sqrt{\pi_1\pi_2})} \tag{7}
\]

\[
z_2^{II*} = \frac{1}{3} + \frac{c_2}{3\pi_2} - \frac{2d_2}{3(\pi_2 + \kappa\sqrt{\pi_1\pi_2})} \tag{8}
\]

Substituting the results obtained in (5) - (8) into the expression for firm II’s expected payoff gives:

\[
\pi_1 (1 - z_1^{I*} - z_1^{II*}) z_1^{II*} + \pi_2 (1 - z_2^{I*} - z_2^{II*}) z_2^{II*} - \kappa\sqrt{\pi_1\pi_2}[(1 - z_1^{I*} - z_1^{II*}) z_1^{II*} - (1 - z_2^{I*} - z_2^{II*}) z_2^{II*}] - d_1 z_1^{II*} - d_2 z_2^{II*}
\]

The expression above is the expected reservation utility of firm II if it decides to produce under
contract for firm I and is represented as:

\[
E(c_1, c_2) = (\pi_1 - \kappa\sqrt{\pi_1\pi_2})\left[\frac{1}{3} + \frac{c_1}{3\pi_1} - \frac{2d_1}{3(\pi_1 - \kappa\sqrt{\pi_1\pi_2})}\right]^2 + (\pi_2 + \kappa\sqrt{\pi_1\pi_2})\left[\frac{1}{3} + \frac{c_2}{3\pi_2} - \frac{2d_2}{3(\pi_2 + \kappa\sqrt{\pi_1\pi_2})}\right]^2
\]  

(9)

Taking the derivative of \(E(c_1, c_2)\) in (9) with respect to \(c_1\), I get:

\[
\frac{2}{3\pi_1}(\pi_1 - \kappa\sqrt{\pi_1\pi_2})z_1^{I*} > 0 \quad \text{if} \quad (\pi_1 - \kappa\sqrt{\pi_1\pi_2}) > 0
\]

Similarly, the derivative of \(E(c_1, c_2)\) with respect to \(c_2\) is:

\[
\frac{2}{3\pi_2}(\pi_2 + \kappa\sqrt{\pi_1\pi_2})z_2^{I*} > 0
\]

This then leads us to the following proposition:

**Proposition 1**

A reduction in firm I’s marginal cost in state 1 and/or state 2 causes a decline in firm II’s expected payoff and therefore its expected reservation utility.

The expressions for the state-contingent prices established in equilibrium are:

\[
p^*(Z_1) = \frac{1}{3} + \frac{c_1}{3\pi_1} + \frac{d_1}{3(\pi_1 - \kappa\sqrt{\pi_1\pi_2})} \quad \text{in state 1, and}
\]

\[
p^*(Z_2) = \frac{1}{3} + \frac{c_2}{3\pi_2} + \frac{d_2}{3(\pi_2 + \kappa\sqrt{\pi_1\pi_2})} \quad \text{in state 2.}
\]

That is, the equilibrium market price is nondecreasing in the firms’ state-contingent marginal costs. The situation illustrated here is different from that described in the context of the traditional landlord who takes the market price as given with a fall in market price (within the contract setting) causing him to decrease his exploitative activities and leading to a rise in the peasant’s reservation utility. In particular, for the case in question, a fall in price (now endogenously determined) through, say, a reduction in firm I’s marginal costs \(c_1\) and/or \(c_2\) is associated with a fall in reservation utility. However, note that the market price that drives the result here is the ex post price that results from

\*Note that firm I’s expected profits equal:

\[
\pi_1\left[\frac{1}{3} - \frac{2c_1}{3\pi_1} + \frac{d_1}{3(\pi_1 - \kappa\sqrt{\pi_1\pi_2})}\right]^2 + \pi_2\left[\frac{1}{3} - \frac{2c_2}{3\pi_2} + \frac{d_2}{3(\pi_2 + \kappa\sqrt{\pi_1\pi_2})}\right]^2
\]

(4.10)
the strategic interaction between the two economic players while they are producing independently and can be viewed as the outside-of-the-contract market price. This price need not be the same as the price that results from contract production with the larger firm as the residual claimant. Overall, this analysis shows that any cost-reducing investments of the larger firm will bring about a reduction in the expected reservation utility of the agent through a fall in the market price. That is, the same outcome - a fall in the expected reservation utility - may result even when a firm is not engaging in unproductive exploitative activities.

**Corollary 1.1**

A decline in firm II's expected payoff and therefore its expected reservation utility is associated with a reduction in the equilibrium outside-of-the-contract market price on account of a reduction in firm I's marginal cost in either state or both states.

4 Contract Production with Endogenous Reservation Utility

Firm II may decide to produce under contract for firm I if its expected reservation utility $E(c_1, c_2)$ falls below a certain threshold. This threshold is a subjective measure and may be a function of player II’s perception of a certain standard of living and/or how other firms are doing as contract producers in the local region. Once firm II decides to produce for firm I under contract, the relationship between the two firms changes from one involving strategic interaction in a Cournot duopoly to one where firm I is the principal and firm II becomes the agent, as is the case in a principal-agent problem. With the main competitor having become the agent, firm I now acts as a monopolist in the market. Note that while the players acting in an independent capacity compete noncooperatively outside of the contract situation, the game under contract is such that the agent (firm II) now makes his decisions in light of the decisions made by the principal or the provisions outlined under the formal contract. Thus, the nature of the game switches from a non-cooperative game to a leader-follower game with firm I being the leader and firm II the follower.

The game is assumed to span two periods. That is, inputs committed today (time $t$) produce state-contingent output $z_{s}^{t+1}$ in the next period corresponding to state $s$. For the ensuing analysis, the time superscripts associated with $z_{s}^{t+1}$ will not be written explicitly unless it is necessary to do so. Moreover, both the principal and the agent are assumed to have the same subjective discount
factor $\eta$.

The model in this paper allows for the possibility that firm II under contract may continue to carry out production on its own facilities as is very often seen in practice, particularly in modern-day contract farming and subcontracting relationships. In this scenario, the main production decisions may be controlled by the principal firm through the provision of certain key inputs. In contract farming, for instance, the company may provide the farmer the feed, antibiotics, and the chicks or hogs (in the case of chicken and pork) and the seed, agrochemicals (such as fertilizers and pesticides) and also certain farm equipment (in the case of crops). In addition, the company may also provide production advice, credit, transport, and undertake or help in soil preparation, sowing, and harvesting of crops.

The task of growing crops until they are ready for harvest or, in the case of livestock, raising animals to market weight, is performed by the farmers. The farmer, on his part, provides labor, land, and the building (chicken house or hog barn in livestock). Sowing, plant protection, harvesting and transport of the harvested crop are the responsibilities of the farmer unless the contract specifically has a clause that requires the company to perform these tasks. Broiler and hog farmers are further required to make proper provisions for utilities (electricity, heat and water), adequate ingress and egress, manure management and dead animal disposal for the duration of the contract. (Olesen, 2003; Tsoulouhas and Vukina, 1999; inputs received from growers of the Eastern Shore; contract samples available at www.fao.org).

To allow for the possibility of different patterns of input provision, the vector of inputs devoted to production under contract $\mathbf{x} \in \mathbb{R}^N_+$ is decomposed into two components - the inputs provided by the agent, and the inputs provided by the integrator-principal. Let $\mathbf{x}^A \in \mathbb{R}^N_+$ and $\mathbf{x}^P \in \mathbb{R}^N_+$ denote the input bundles contributed by the agent and the principal, respectively, with $\mathbf{x}^A + \mathbf{x}^P = \mathbf{x}$. If the principal firm does not provide any inputs, $\mathbf{x}^P = 0$. It is further assumed that all the inputs provided by the principal are contractible. For the analysis of a situation where some inputs in $\mathbf{x}^P$ may not be contractible, see Bhutani (2010).

---

4.1 Preference and Return Structure of the Principal and the Agent

From the point of view of the principal, the observables in this problem are the inputs provided by him \((x^P)\), if any, and the output \(z\). While \(x^P\) and \(z\) constitute the observables, the state of nature and the agent’s decisions with respect to the self-provided inputs cannot be observed. Thus, it is only the agent who can observe the conditions under which production takes place once (and if) the inputs are delivered to him by the principal. It is assumed that the agent is a rational cost minimizer and that the principal has no direct preferences over the agent’s decision variables in \(x^A\). That is, what the principal cares about are the cost minimizing choices of \(x^P\) and his return from \(z\).

The principal is assumed to be risk neutral and maximizes his expected return. The production structure that he wants to implement is \((z, x^P)\), that is, \((z_s, x^P)\) in a particular state \(s\). Let \(g^P(x^P) : \mathbb{R}_+^N \to \mathbb{R}\) be the effort-evaluation function for the principal that gives his evaluation over a particular input bundle \(x^P \in \mathbb{R}_+^N\) directly chosen by him. It is assumed that \(g^P(x^P)\) is nondecreasing, continuous, and convex for all \(x^P\) (Chambers and Quiggin, 2000). The market price is given by the inverse demand function \(p(z_s)\) for state \(s\), assumed to be linear and given by \(p(z_s) = 1 - z_s\), \(s = 1, 2\). Thus, the principal’s gross return from \(z\) and \(x^P\) in state \(s\) (gross of payments made to the agent) is given by \(p(z_s)z_s - g^P(x^P), s = 1, 2\).

The ex post payments made by the principal to the agent (firm II) under contract are represented by \(r_1^A\) and \(r_2^A\) for states 1 and 2, respectively. To simplify the notation, I use \(r_1\) and \(r_2\) to represent the agent’s state-contingent receipts. Thus, \(r_s\) represents the agent’s gross return when \((z_s, x^P)\) is realized. It is assumed that the agent’s joint evaluation at time \(t\) over self-provided inputs and contract payment received in period \(t + 1\) is given by:

\[
\eta W(r) - g^A(x^A; x^P),
\]

where \(\eta\) is the agent’s subjective discount factor that captures impatience \((\eta > 0)\), \(g^A(x^A; x^P)\) represents the agent’s effort-evaluation function after allowing for the possibility of input provision, and \(W(r)\) represents the preference function over \(r\). The agent’s preference structure, is constant
risk averse of the form:

$$
\bar{r} - \kappa \sigma [r]
$$

$$
= \pi_1 r_1 + \pi_2 r_2 - \kappa \sqrt{\pi_1 \pi_2} (r_1 - r_2),
$$

The agent’s variable cost function under contract production $C(x^P, z_1, z_2; h)$ that reflects the (ex ante) minimum cost of producing a given state contingent $(z_1, z_2) \in \mathbb{R}_+^2$ given $x^P$ and $h$ is defined as:

$$
C(x^P, z_1, z_2; h) = \min_{x^A} \{ g^A(x^A; x^P) : x \in X(z, h) \},
$$

if there is an input vector $x^A \in \mathbb{R}_+^N$ that can produce a given $z$ and $\infty$ otherwise. It is assumed that the production technology is such that it guarantees the existence of a cost function that is twice continuously differentiable, strictly increasing and strictly convex in state-contingent outputs (Chambers, 2002). To facilitate the analysis, I make the following assumption:

**Assumption 2**

*Suppose that $C(x^P, z_1, z_2; h)$ is positively linearly homogeneous in the state-contingent outputs.*
4.2 Game Structure and Timing

The timing of the game is as follows:

Firm I undertakes investments to realize \( c_1, c_2 \);
Investments and corresponding choice of \( c_1, c_2 \) affect reservation utility of firm II.

Firm I (Principal) offers contract to firm II (Agent) and specifies state-contingent payments

Agent accepts or rejects offer

If Agent accepts, Principal delivers \( x^P \) to the agent

Agent commits input vector \( x \) to produce \( z_1, z_2 \)

Uncertainty resolved – Nature chooses state \( s \) (\( s = 1, 2 \))

\( z_s \) realized

Payments made as per contract agreement and game ends

deterministic

time t + 1

time t

The timeline of the game shown above indicates that as an independent producer, firm I makes investments (included in its vector of fixed inputs \( h \)) that affect:

(a) its state-contingent marginal costs \( c_1 \) and \( c_2 \) as an independent producer,

(b) its costs under contract (specified as a function of \( c_1 \) and \( c_2 \), and incorporated formally in the model below). In particular, let the function \( f(c_1, c_2) \) represent the benefits from firm I’s investments that are carried over into contract production through the parameters \( c_1 \) and \( c_2 \), in the form of, say, economies of scale. The function \( f(.) \) is assumed to be monotonically decreasing and concave in the state-contingent marginal costs so that \( c'_1 > c_1 \) and \( c'_2 > c_2 \) implies that \( f(c'_1, c'_2) < f(c_1, c_2) \) everywhere, and
(c) firm II’s reservation utility that is also a function of $c_1$ and $c_2$, as reflected in equation (9).

That is:

$$E(c_1, c_2) = \left(\pi_1 - \kappa \sqrt{\pi_1 \pi_2}\right) \left[\frac{1}{3} + \frac{c_1}{3\pi_1} - \frac{2d_1}{3(\pi_1 - \kappa \sqrt{\pi_1 \pi_2})}\right]^2 + \left(\pi_2 + \kappa \sqrt{\pi_1 \pi_2}\right) \left[\frac{1}{3} + \frac{c_2}{3\pi_2} - \frac{2d_2}{3(\pi_2 + \kappa \sqrt{\pi_1 \pi_2})}\right]^2$$

In both (b) and (c), the impact of the investments is indirect and is channeled through (a). This is because investments affect $c_1$ and $c_2$ which, in turn, impact both costs under contract and the agent’s reservation utility. Thus, the technology allows for a direct mapping from a fixed long-term investment onto the variables $c_1$ and $c_2$, and investments are made accordingly. For instance, the kind of mass production that companies engage in today has been made possible by considerable research and development undertaken by them. Investment decisions taken prior to the production stage have also been examined by Laffont and Tirole (2002) although in their analysis these investments (contractible and noncontractible) are undertaken by the agent.

Once the investments are in place, firm I, in its capacity as the principal, offers firm II - the agent, operating independently prior to contracting - a take-it-or-leave-it contract that specifies the state-contingent payments. Based on the offered state-contingent payments, the agent accepts or rejects the contract. If the agent accepts the offer, the principal delivers the contractible inputs $x^P$. Once the inputs are delivered by the principal, the agent commits the input vector $x = x^A + x^P$ to produce $(z_1, z_2)$. At time $t + 1$, Nature makes a draw from one of the two states that, along with $x$, determines a vector of state-contingent outputs, $z_s$, corresponding to the state $s$ that Nature chooses. The principal is the residual claimant or the legal owner of the product produced by the agent.

The model is solved as a three-stage game where firm I first undertakes investments to choose and realize a cost structure defined by $c_1$ and $c_2$. Firm I then, in the capacity of a principal offers a contract to firm II (the agent) and chooses the state-contingent payments $r_1$ and $r_2$, given $c_1$ and $c_2$, corresponding to outputs $z_1$ and $z_2$ that are to be produced by the agent. Finally, given $r_1$ and $r_2$ (and $c_1$ and $c_2$), the firm chooses inputs $x^A$ and $x^P$, and the state contingent output vector $(z_1, z_2)$. In all stages, the optimal choices are made so as to maximize net returns of the party concerned.

\footnote{The analysis in terms of a three stage game is similar to the Grossman and Hart (1983) formulation of the moral hazard problem as a two stage game.}
I solve backwards to characterize equilibrium behavior. Thus, in the first stage, the principal chooses optimal \( r_1 \) and \( r_2 \), subject to the participation and incentive constraints, to minimize the present discounted value of the expected payment associated with implementing a given \( z_1, z_2, \) and \( x^P \). The second stage involves the optimal choices of \( z_1, z_2, \) and \( x^P \) that are to be implemented through the contract, given the solution from the first stage. The third and final stage uses the solutions from the first and the second stages to examine the principal’s optimal choice of \( c_1 \) and \( c_2 \) (reflecting his fixed investments) which, in turn establishes the optimal level of the agent’s reservation utility.

### 4.3 Analysis of the Agency Problem

The second-best agency problem can be stated in terms of the following maximization problem for the principal:

\[
\begin{align*}
\max_{r, z, x^P, c_1, c_2} & \quad \eta[\pi_1(p(z_1)z_1 - r_1) + \pi_2(p(z_2)z_2 - r_2)] - g^P(x^P) + B f(c_1, c_2) \\
\text{subject to:} & \quad \eta(\pi_1 r_1 + \pi_2 r_2) - k \eta \sqrt{\pi_1 \pi_2} (r_1 - r_2) - C(x^P, z_1, z_2, h) \geq E(c_1, c_2) \quad (IR) \\
& \quad (z_1, z_2, x^P) \in \arg \max \{\eta(\pi_1 r_1 + \pi_2 r_2) - k \eta \sqrt{\pi_1 \pi_2} (r_1 - r_2) - C(x^P, z_1, z_2, h)\} \quad (IC),
\end{align*}
\]

where \( E(c_1, c_2) \) is the expected reservation utility obtained from (9), and \( p(z_1) = 1 - z_1 \), and \( p(z_2) = 1 - z_2 \) with firm \( I \) acting as the monopolist and total output being determined by what is produced under contract. The function \( f(c_1, c_2) \) represents the benefits from firm \( I \)'s investments that are carried over into contract production through the parameters \( c_1 \) and \( c_2 \), in the form of economies of scale. Once these benefits of investments are accounted for, the principal’s costs are represented by \( g^P(x^P) \) get scaled down by \( B f(c_1, c_2), \) with \( B > 0 \). That is, the parameter \( B \) represents a benefit scale factor that scales up benefits of contracting indicated by \( f(c_1, c_2) \) by a strictly positive amount.

The IR constraint, as before, states that the agent must receive at least his expected reservation utility in order for him to accept the contract. The constraints as outlined by (IC) are the incentive constraints, and ensure that the agent finds it privately rational to choose the state-contingent output vector that the principal would like to implement. In what follows, an alternative but equivalent specification to the agency problem is employed as nonlinear programming methods.
can then be used to facilitate the desired comparative statics associated with the main issue being addressed (see Chambers and Quiggin, 2000). This alternative representation of the agency problem requires the principal to pay to the agent an amount \( r_1 \) if \( z_1 \) is realized, \( r_2 \) if \( z_2 \) is realized, and if any output other than \( z_1 \) or \( z_2 \), or any input vector other than \( x^P \) is reported by the agent, an arbitrarily large fine is imposed on him.

In the alternative specification, the principal’s maximization problem is formally stated as:

\[
\max_{r,z,x^P,c_1,c_2} \eta[\pi_1(p(z_1)z_1 - r_1) + \pi_2(p(z_2)z_2 - r_2)] - g^P(x^P) + Bf(c_1,c_2)
\]

subject to:

\[
\eta(\pi_1 r_1 + \pi_2 r_2) - \kappa \eta \sqrt{\pi_1 \pi_2} (r_1 - r_2) - C(x^P, z_1, z_2, h) \geq E(c_1, c_2) \quad (IR)
\]

\[
\eta(\pi_1 r_1 + \pi_2 r_2) - \kappa \eta \sqrt{\pi_1 \pi_2} (r_1 - r_2) - C(x^P, z_1, z_2, h) \geq \eta r_1 - C(x^P, z_1, z_1, h) \quad (IC_1)
\]

\[
\eta(\pi_1 r_1 + \pi_2 r_2) - \kappa \eta \sqrt{\pi_1 \pi_2} (r_1 - r_2) - C(x^P, z_1, z_2, h) \geq \eta r_2 - C(x^P, z_2, z_2, h) \quad (IC_2)
\]

\[
\eta(\pi_1 r_1 + \pi_2 r_2) - \kappa \eta \sqrt{\pi_1 \pi_2} (r_1 - r_2) - C(x^P, z_1, z_2, h) \geq \eta(\pi_1 r_2 + \pi_2 r_1) - \kappa \eta \sqrt{\pi_1 \pi_2} (r_2 - r_1) - C(x^P, z_2, z_1, h) \quad (IC_3)
\]

where \((IR)\) represents the agent’s individual rationality constraint or his participation constraint. The incentive compatibility constraints that make it incentive compatible to choose the state-contingent output vector as desired by the principal are given by \((IC_1) - (IC_3)\).

To see that this specification leads to the same solution as the one given in \([A]\), suppose the solution to the second best problem in \([A]\) is given by \((z_1^*, z_2^*, x^{P*})\). Now, if the solution \((z_1^*, z_2^*, x^{P*})\) is anything other than the vector \((z_1, z_2, x^P)\) that the principal would like to implement as is true for the alternative specification, the agent would have to bear the arbitrarily large penalty. Assuming that the penalty approaches \(\infty\), and that the agent’s utility associated with this infinitely large penalty approaches \(-\infty\), it will never be rational for the agent to choose anything but \((z_1, z_2, x^P)\) that coincides with \((z_1^*, z_2^*, x^{P*})\).
4.3.1 The First-Stage Problem and Agency Cost functions

In the first stage, the principal chooses \( r_1 \) and \( r_2 \) to minimize the discounted expected payment made in time period \( t + 1 \):

\[
\begin{align*}
\{ \eta(\pi_1 r_1 + \pi_2 r_2) \} \\
\text{subject to}
\end{align*}
\]

\[
\begin{align*}
\eta(\pi_1 r_1 + \pi_2 r_2) - \kappa \eta \sqrt{\pi_1 \pi_2} (r_1 - r_2) - C(x^p, z_1, z_2, h) &\geq E(c_1, c_2) \quad (IR) \\
\eta(\pi_1 r_1 + \pi_2 r_2) - \kappa \eta \sqrt{\pi_1 \pi_2} (r_1 - r_2) - C(x^p, z_1, z_2, h) &\geq \eta r_1 - C(x^p, z_1, z_1, h) \quad (IC_1) \\
\eta(\pi_1 r_1 + \pi_2 r_2) - \kappa \eta \sqrt{\pi_1 \pi_2} (r_1 - r_2) - C(x^p, z_1, z_2, h) &\geq \eta r_2 - C(x^p, z_2, z_2, h) \quad (IC_2) \\
\eta(\pi_1 r_1 + \pi_2 r_2) - \kappa \eta \sqrt{\pi_1 \pi_2} (r_1 - r_2) - C(x^p, z_1, z_2, h) &\geq \eta (\pi_1 r_2 + \pi_2 r_1) - \kappa \eta \sqrt{\pi_1 \pi_2} (r_2 - r_1) - C(x^p, z_2, z_1, h) \quad (IC_3)
\end{align*}
\]

The \((IR)\) constraint for the agent holds with an equality so that the contract, at the optimum, pays the agent exactly the value of his reservation utility. To see this, consider the \( IC \) constraints expressed as:

\[
\begin{align*}
\eta(\pi_2 + \kappa \sqrt{\pi_1 \pi_2}) (r_2 - r_1) &\geq C(x^p, z_1, z_2, h) - C(x^p, z_1, z_1, h) \quad (IC'_1) \\
\eta(\pi_1 - \kappa \sqrt{\pi_1 \pi_2}) (r_1 - r_2) &\geq C(x^p, z_1, z_2, h) - C(x^p, z_2, z_2, h) \quad (IC'_2) \\
\eta(\pi_1 - \pi_2 - 2\kappa \sqrt{\pi_1 \pi_2}) (r_1 - r_2) &\geq C(x^p, z_1, z_2, h) - C(x^p, z_2, z_1, h) \quad (IC'_3)
\end{align*}
\]

The constraints \((IC'_1) - (IC'_3)\) are illustrative of the fact that they are invariant to the principal reducing payments by an equal amount in both states. Thus, if the \((IR)\) constraint does not bind, the principal can reduce payments in both states until it does bind, and increase his own expected return without affecting any of the \((IC)\) constraints.

The solution to the first stage problem defines the second-best agency cost function \( Y(z_1, z_2; \pi_2, c_1, c_2) \) that gives the principal’s minimum cost of implementing a given state-contingent output vector
by the agent subject to the condition that the \((IR)\) and the \((IC)\) constraints be satisfied. Since the agent’s participation constraint binds exactly, the information from this constraint can be used to define a lower bound to the principal’s objective function. To see this, consider the binding \((IR)\) constraint expressed as:

\[
\eta(\pi_1 r_1 + \pi_2 r_2) = E_2(c_1, c_2) + C(x^P, z_1, z_2, h) + \kappa \eta \sqrt{\pi_1 \pi_2} (r_1 - r_2)
\]

This, in turn, implies,

\[
\eta(\pi_1 r_1 + \pi_2 r_2) \geq E_2(c_1, c_2) + C(x^P, z_1, z_2, h)
\]

The above inequality then establishes \(E(c_1, c_2) + C(x^P, z_1, z_2, h)\) as the lower bound to the principal’s objective function.

In what follows, I show that among the \((IC)\) constraints, \((IC_1)\) and \((IC_3)\) are satisfied by an \((IC_2)\) that holds with an equality. To see this, suppose \((IC_2)\) binds exactly. This then implies:

\[
r_1 - r_2 = \frac{C(x^P, z_1, z_2, h) - C(x^P, z_2, z_2, h)}{\eta(\pi_1 - \kappa \sqrt{\pi_1 \pi_2})}
\]  \(\text{(10)}\)

To see if \((IC_1)\) is satisfied, consider the following inequality implied by \((IC_1)\):

\[
r_1 - r_2 \leq \frac{C(x^P, z_1, z_1, h) - C(x^P, z_1, z_2, h)}{\eta(\pi_2 + \kappa \sqrt{\pi_1 \pi_2})}
\]

Substituting for \(r_1 - r_2\) from (10) gives:

\[
\frac{C(x^P, z_1, z_2, h) - C(x^P, z_2, z_2, h)}{\eta(\pi_1 - \kappa \sqrt{\pi_1 \pi_2})} \leq \frac{C(x^P, z_1, z_1, h) - C(x^P, z_1, z_2, h)}{\eta(\pi_2 + \kappa \sqrt{\pi_1 \pi_2})}
\]

that is,

\[
\eta(\pi_1 - \kappa \sqrt{\pi_1 \pi_2}) C(x^P, z_1, z_1, h) + \eta(\pi_2 + \kappa \sqrt{\pi_1 \pi_2}) C(x^P, z_2, z_2, h) - C(x^P, z_1, z_2, h) \geq 0
\]  \(\text{(11)}\)

Thus, \((IC_1)\) will be satisfied by a binding \((IC_2)\) if the inequality in (11) is satisfied. This relationship indeed holds - Multiplying \((IC_1)\) by \(\eta(\pi_1 - \kappa \sqrt{\pi_1 \pi_2})\) and \((IC_2)\) by \(\eta(\pi_2 + \kappa \sqrt{\pi_1 \pi_2})\), and adding the terms, shows that (11) is implied by \((IC_1)\) and \((IC_2)\).
Now, multiplying \((IC_1)\) by \(\eta(\pi_2 + \kappa\sqrt{\pi_1\pi_2})\) and \((IC_2)\) by \(\eta(\pi_1 - \kappa\sqrt{\pi_1\pi_2})\), and adding the terms, gives:

\[
\eta(\pi_1 - \kappa\sqrt{\pi_1\pi_2})r_1 + \eta(\pi_2 + \kappa\sqrt{\pi_1\pi_2})r_2 - C(x^P, z_1, z_2, h) \geq \eta(\pi_2 + \kappa\sqrt{\pi_1\pi_2})r_1 + \\
\eta(\pi_1 - \kappa\sqrt{\pi_1\pi_2})r_2 - \eta(\pi_2 + \kappa\sqrt{\pi_1\pi_2})C(x^P, z_1, z_1, h) - \eta(\pi_1 - \kappa\sqrt{\pi_1\pi_2})C(x^P, z_2, z_2, h)
\]

Clearly, the left hand side of the above inequality is the same as those for any one of the \((IC)\) constraints as it is generated as a linear combination of \((IC_1)\) and \((IC_2)\). Thus, if both \((IC_1)\) and \((IC_2)\) hold, \((IC_3)\) should also be satisfied provided that:

\[
\eta(\pi_2 + \kappa\sqrt{\pi_1\pi_2})r_1 + \eta(\pi_1 - \kappa\sqrt{\pi_1\pi_2})r_2 - \eta(\pi_2 + \kappa\sqrt{\pi_1\pi_2})C(x^P, z_1, z_1, h) \\
- \eta(\pi_1 - \kappa\sqrt{\pi_1\pi_2})C(x^P, z_2, z_2, h) \\
\geq \eta(\pi_2 + \kappa\sqrt{\pi_1\pi_2})r_1 + \eta(\pi_1 - \kappa\sqrt{\pi_1\pi_2})r_2 - C(x^P, z_2, z_1, h)
\]

That is, \((IC_3)\) is satisfied if:

\[
\eta(\pi_2 + \kappa\sqrt{\pi_1\pi_2})C(x^P, z_1, z_1, h) + \eta(\pi_1 - \kappa\sqrt{\pi_1\pi_2})C(x^P, z_2, z_2, h) \leq C(x^P, z_2, z_1, h) \tag{12}
\]

Since \((\pi_2 + \kappa\sqrt{\pi_1\pi_2}) = 1 - (\pi_1 - \kappa\sqrt{\pi_1\pi_2})\), the left hand side of \((12)\) is nothing but a convex combination of \(C(x^P, z_1, z_1, h)\) and \(C(x^P, z_2, z_2, h)\). Also, convexity of the effort-cost function in \(z\) implies:

\[
\eta(\pi_2 + \kappa\sqrt{\pi_1\pi_2})C(x^P, z_1, z_1, h) + \eta(\pi_1 - \kappa\sqrt{\pi_1\pi_2})C(x^P, z_2, z_2, h) \leq \\
C(x^P, \eta(\pi_2 + \kappa\sqrt{\pi_1\pi_2})z_1 + \eta(\pi_1 - \kappa\sqrt{\pi_1\pi_2})z_2, \eta(\pi_2 + \kappa\sqrt{\pi_1\pi_2})z_1 + \eta(\pi_1 - \kappa\sqrt{\pi_1\pi_2})z_2, h) \tag{13}
\]

Further, it follows from Assumption 2 where \(C\) is positively linearly homogeneous in state-contingent outputs that:

\[
C(x^P, \eta(\pi_2 + \kappa\sqrt{\pi_1\pi_2})z_1 + \eta(\pi_1 - \kappa\sqrt{\pi_1\pi_2})z_2, \eta(\pi_2 + \kappa\sqrt{\pi_1\pi_2})z_1 + \eta(\pi_1 - \kappa\sqrt{\pi_1\pi_2})z_2, h) \leq C(x^P, z_2, z_1, h) \tag{14}
\]
In words, it is less costly to produce the same output $\eta(\pi_2 + \kappa\sqrt{\pi_1\pi_2})z_1 + \eta(\pi_1 - \kappa\sqrt{\pi_1\pi_2})z_2$ in each state than to report $z_2$ in state 1 and $z_1$ in state 2. Then, (13) and (14) together imply that (12) will also be satisfied.

Given that $(IR)$ and $(IC_2)$ bind exactly, the second-best agency cost function can now be obtained by solving $(IR)$ and $(IC_2)$ simultaneously for $r_1$ and $r_2$. In particular, the expressions for $r_1$ and $r_2$ are:

$$r_1 = E(c_1, c_2) + C(x^c, z_2, z_2, h) + \frac{C(x^P, z_1, z_2, h) - C(x^P, z_2, z_2, h)}{\eta(\pi_1 - \kappa\sqrt{\pi_1\pi_2})}$$

and,

$$r_2 = E(c_1, c_2) + C(x^P, z_2, z_2, h)$$

Thus, the expression for the second-best agency cost function is given by:

$$Y(z_1, z_2; \pi_2, c_1, c_2) = \eta\{E(c_1, c_2) + C(x^P, z_2, z_2, h) + \frac{\pi_1}{\eta(\pi_1 - \kappa\sqrt{\pi_1\pi_2})}[C(x^P, z_1, z_2, h) - C(x^P, z_2, z_2, h)]\}$$

(15)

**Proposition 2**

The second-best agency cost function $Y(z_1, z_2; \pi_2, c_1, c_2)$ is strictly increasing and linear in the expected reservation utility $E(c_1, c_2)$, with $Y_E = \eta$, so that the minimum cost of implementing a given state-contingent output vector increases with an increase in $E(c_1, c_2)$, by the discount factor $\eta$.

4.3.2 The Second-Stage Problem

The second stage of the principal’s optimization problem is formulated as:

$$U(c_1, c_2, \pi_2) = \max_{x, x^P}\{\eta[\pi_1 p(z_1)z_1 + \pi_2 p(z_2)z_2] - g^P(x^P) - Y(z_1, z_2; \pi_2, c_1, c_2)\}$$

Substituting the expression for the second-best agency cost function from equation (15) into
the objective function above gives:

\[
\begin{align*}
\max_{z, x} \eta \pi_1 (p(z_1)z_1 + \pi_2 (p(z_2)z_2) - g^P(x^P) - \eta \{ E(c_1, c_2) + C(x^c, z_2, z_2, h) + \\
+ \frac{\pi_1}{\eta(\pi_1 - \kappa \sqrt{\pi_1 \pi_2})} [C(x^c, z_2, h) - C(x^c, z_2, h)] \}
\end{align*}
\]

The following proposition then follows from the envelope theorem:

**Proposition 3**

For a given \( E(c_1, c_2) \), the optimal value of the second-stage agency problem \( U(c_1, c_2, \pi_2) \) is strictly decreasing and linear in the expected reservation utility of the agent.

### 4.3.3 The Final-Stage Problem and the Equilibrium Determination of State-Contingent Marginal Costs

In the final stage of the contracting problem, the principal chooses the optimal levels of state-contingent marginal costs as an independent firm which, in turn, impact the expected reservation utility. The principal’s optimization problem is stated as:

\[
\max_{c_1, c_2} \{ U(c_1, c_2, \pi_2) + Bf(c_1, c_2) \}
\]

where \( U(c_1, c_2, \pi_2) \) is the optimal value of the second-stage objective function. Suppose, the optimal values in this stage of the optimization problem are given by \( c(A) \) defined as:

\[
c(A) \in \arg \max \{ U(c_1, c_2, \pi_2) + Bf(c_1, c_2) \}
\]

Employing standard comparative static techniques yields:

\[
[A^\circ - A][f(c_1(B^\circ), c_2(B^\circ)) - f(c_1(B), c_2(B))] \geq 0
\]

That is, if \( B^\circ \geq B \), then \( f(c_1(B^\circ), c_2(B^\circ)) \geq f(c_1(B), c_2(B)) \). In other words, as the benefit scale factor \( B \) increases, the principal will have a stronger incentive to undertake higher initial investments so as to realize a lower \( c \) in each state. This follows from the assumption that the function \( f \) is monotonically decreasing in \( c \).
Proposition 4

An increase in the benefit scale factor leads to a fall in the marginal cost in each state for the independently operating principal which, in turn, leads to a fall in the expected reservation utility for the agent.

The proposition above and proposition 2 can be used to infer the following, formally stated as a corollary:

Corollary 4.1

A reduction in the expected reservation utility $E(c_1, c_2)$ unambiguously works to the advantage of the principal, all other things remaining the same. It is, therefore, in his interest, to adopt measures that enable him to realize a fall in $E(c_1, c_2)$.

A natural fall-out of the principal’s effort (in terms of his fixed investments) to reduce his variable costs as an independent operator is a decline in the agent’s expected reservation utility. And, once an independent firm opts for contracting, the principal’s optimal decisions of $c_1$ and $c_2$ then accrues to the principal as indirect benefits through (a) a fall in the principal’s expected payment, and (b) a rise in the principal’s optimal net expected returns. This result holds as long as the parameter $A$ has no direct impact on the principal’s expected payment and his net optimal expected returns. Formally, it follows from propositions 2, 3, and 4 that:

Corollary 4.2

(a) The expected payment to the agent is nonincreasing in the benefit scale factor $B$. Moreover, (b) the principal’s optimal net expected returns $U(c_1, c_2, v, \pi)$ from the second-stage problem are nondecreasing in $B$.

4.4 The Agency Problem and the Possibility of a Hold-up

A possibility of a hold-up or an asset specificity problem for firm I may arise once its fixed investments are in place. Hold-ups or asset specificities arise in situations where an installed asset may become so specialized to suit the requirements of a particular party that it may have little or no value in an alternative use. An illustration, in this context, is a situation where firm I undertakes investments but the agent under contract may decide to hold up the principal by refusing to deliver unless certain demands, say, an increase in payment, are met. If the principal is not able to find other suitable agents that have made the necessary arrangements to undertake production as per
his requirements, he then faces a hold-up problem.\textsuperscript{11}

A hold-up situation may be factored into the problem by considering the hold-up case as the outcome of a particular state of nature. That is, there are four possibilities that arise in the framework of the given model. These are given by the cartesian product of the sets \{state 1, state 2\} as described by the model above, and \{hold-up, no hold-up\} - that is, (state 1, hold-up), (state 1, no hold-up), (state 2, hold-up), (state 2, no hold-up). The possibility of a hold-up is, therefore, a part of the uncertain portfolio that is associated with any production problem and this needs to be reflected in the optimization problem. Moreover, since a hold-up is related to fixed assets in which firm I invests, this aspect is tackled in terms of the benefit scale factor $B$. In particular, I define a hold-up situation as one that is associated with $B$ (and therefore $Bf(c_1, c_2)$) approaching $-\infty$. This then leads to a modification of the principal’s optimization problem where his expected payoff becomes $-\infty$ in the event of a hold-up. In this scenario, the principal can be assumed to take recourse to legal measures, or one can even allow for renegotiation, or else the principal can look for alternative outlets for undertaking contract production. In any case, the outcome is $-\infty$. And, if no hold-up occurs, the principal’s expected return is determined by the solution to the program as outlined originally:

$$
\begin{align*}
\max_{r, z, x^P, c_1, c_2} \{ & \eta[\pi_1(p(z_1)z_1 - r_1) + \pi_2(p(z_2)z_2 - r_2)] - g^P(x^P) + Bf(c_1, c_2) \} \\
\text{subject to:} & \\
& IR, IC_1 - IC_3
\end{align*}
$$

\textbf{Proposition 5}

The solution to the second-best agency problem is represented by: (a) the optimal value to the program \([B]\), if no hold-up occurs, and (b) $-\infty$, if a hold-up occurs.

\section{5 Conclusion}

This paper examines the role of outside-of-contract dyadic interactions in the equilibrium determination of reservation utility. Prior to or outside contracting, the agent and the principal compete as independent producers, and investment decisions taken by the principal (as the larger, more

\textsuperscript{11}Firm II, in the capacity of the agent, also faces a potential hold-up problem if for instance the principal refuses to accept the output. Theoretically, this situation may be reflected in the agent’s optimization problem in the same manner as what is described for the principal below in Proposition 5.
competitive firm) to reduce its own costs adversely impact the smaller player’s expected returns. This works to the advantage of the principal as it is the reduced returns of the smaller player that form the benchmark against which any contract will be designed in the event of the smaller player deciding to produce under contract for the larger player. Benefits of initial investments undertaken by the larger producer also get carried over into contracting in the form of economies of scale. The higher these benefits, the stronger is the incentive for the principal to decide in favor of higher initial investment levels in order to realize a more competitive position vis-a-vis the smaller producer.

This paper also highlights one of the channels through which firms can exert their influence in the market by virtue of their size. Low prices are made possible due to the cost-reducing investments that these firms undertake. While the consumers clearly stand to benefit from the lower prices, the question is whether this price benefit (and associated quality) can be sustained in the long run. This is particularly true if smaller competitors close shop leading to a monopolization of a market by the larger player. In order to encourage innovation also, a healthy degree of competition is desirable.

It is not easy to ascertain which side is right in antitrust matters (Atkinson and Audretsch, 2011). What this paper does is to flag certain areas of concern relating to competitiveness associated with large firm size vis-à-vis relatively small firms. The equilibrium outcome predicted by the contracting model is second-best efficient with all players in the model rationally responding to incentives to maximize their self-interest. However, the underpinnings of power cannot be ignored. Low wages, unsatisfactory work conditions, and inadequate health care are often complaints that one hears from workers in large stores. And, people in such positions (highlighted by the model in the paper as well) usually don’t have the bargaining power to negotiate better work conditions. However, the model shows that labor market outcomes can be used as a mechanism to gauge the extent of competition in the market. This then provides a justification for the design of antitrust law while keeping in mind considerations of organizational and distributional justice.
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