
Weak Convergence
Invariant Measures

Evolution Equations

Martingale Problems

Abhay G. Bhatt
Theoretical Statistics and Mathematics Unit

Indian Statistical Institute, Delhi

Lectures on Probability and Stochastic Processes III
Indian Statistical Institute, Kolkata

20–24 November 2008

Abhay G. Bhatt Chapter 3



Weak Convergence
Invariant Measures

Evolution Equations

Preliminary Results
Compact Embedding
The Martingale Problem Approach

Outline

1 Weak Convergence
Preliminary Results
Compact Embedding
The Martingale Problem Approach

2 Invariant Measures
Invariant Measures & Markov semi-groups
A criterion for Invariant measures

3 Evolution Equations
Existence of Solutions
Uniqueness
The perturbed operator

Abhay G. Bhatt Chapter 3



Weak Convergence
Invariant Measures

Evolution Equations

Preliminary Results
Compact Embedding
The Martingale Problem Approach

Modulus of continuity

Definition 1.1

The modulus of continuity w is defined by

w(x , δ, T ) = inf
{ti}

max
i

sup
s,t∈[ti−1,ti )

d(xt , xs)

where x ∈ D([0,∞),E ), δ > 0,T < ∞,
and {ti} ranges over all partitions

0 = t0 < t1 < . . . < tn−1 ≤ T < tn; min
1≤i≤n

(ti − ti−1) > δ, n ≥ 1
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Compact Sets of D([0,∞), E )

Theorem 1

Let (E , d) be a complete and separable metric space. Then F̄ is
compact in D([0,∞),E ) if and only if the following two conditions
hold.

1 For every rational t ≥ 0, there exists a compact set Γt ⊂ E
such that xt ∈ Γt for all x ∈ F .

2 For each T > 0,

lim
δ→0

sup
x∈F

w(x , δ, T ) = 0.
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Relative Compactness of Processes

Theorem 2

Let {X n} be a sequence of processes with sample paths in
D([0,∞),E ). Then {X n} is relatively compact if and only if the
following two conditions hold.

1 For every η > 0 and rational t ≥ 0, there exists a compact set
Γη,t ⊂ E such that

lim inf
n→∞

P {X n
t ∈ Γη,t} ≥ 1− η.

2 For every η > 0 and T > 0, there exists a δ > 0 such that

lim sup
n→∞

P {w(X n, δ, T ) ≥ η} ≤ η.
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A Conditional Modulus of Continuity

Theorem 3

Let Y n be a sequence of D([0,∞), R)-valued processes. Suppose

for every ε > 0 and t ≥ 0, ∃ a compact set Kε,t ⊂ E such that

P {Y n
t ∈ Kε,t} ≥ 1− ε ∀ n.

for each T > 0, ∃ a family {γn(δ) : 0 < δ < 1, n ≥ 1} of
nonnegative random variables and β > 0 satisfying

lim
δ→0

lim sup
n→∞

E[γn(δ)] = 0

E
[∣∣Y n

t+u − Y n
t

∣∣β |FY n

t

]
≤ E

[
γn(δ)|FY n

t

]
for 0 ≤ t ≤ T , 0 ≤ u ≤ δ.
Then {Y n} is relatively compact.
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Theorem 4

Suppose that D(A) ⊂ Cb(E ) is an algebra. Let An be operators on
B(E ), n = 1, 2, . . ., and X n be solutions to the D([0,∞),E ) -
martingale problem for An.
Suppose that for every f ∈ D(A), there exists fn ∈ D(An) satisfying

lim sup
n→∞

E

[
sup

t∈[0,T ]
|fn(X n

t )− f (X n
t )|

]
= 0

lim sup
n→∞

E
[
‖Anfn ◦ X n‖p,T

]
< ∞ for some p ∈ (1,∞].

Then {f ◦ X n}n≥1 is relatively compact for each f ∈ D(A).
More generally, {(g1, g2, . . . , gk) ◦ X n}n≥1 is relatively compact in
D([0,∞), Rk) for all g1, g2, . . . , gk ∈ D(A), 1 ≤ k ≤ ∞.
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Proof

Proof.

Note f ∈ D(A) implies f 2 also belongs to D(A).

Choose fn’s and hn’s in D(An) for f and f 2 respectively and
for some p and p′.

Note

(f (X n
t+u)− f (X n

t ))2 = f 2(X n
t+u)− f 2(X n

t )

− 2f (X n
t )
[
f (X n

t+u)− f (X n
t )
]
,

f 2(X n
t+u)−f 2(X n

t ) =
(
f 2(X n

t+u)− hn(X
n
t+u)

)
−
(
f 2(X n

t )− hn(X
n
t )
)

+
(
hn(X

n
t+u)− hn(X

n
t )
)
,

f (X n
t+u)−f (X n

t ) =
(
f (X n

t+u)− fn(X
n
t+u)

)
− (f (X n

t )− fn(X
n
t )) +

(
fn(X

n
t+u)− fn(X

n
t )
)
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Proof (Contd.)

For 0 < u < δ,

E
[(

f (X n
t+u)− f (X n

t )
)2 |Gn

t

]
≤ E [γn(δ)|Gn

t ]

where

γn(δ) = 2 sup
s∈[0,T+1]

|f 2(X n
s )− hn(X

n
s )|

+ 4‖f ‖ sup
s∈[0,T+1]

|f (X n
s )− fn(X

n
s )|

+ δ1/q′‖Anhn‖p′,T+1 + 2‖f ‖δ1/q‖Anfn‖p,T+1.

From the hypothesis

lim
δ→0

lim sup
n→∞

E[γn(δ)] = 0
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Proof (Contd.)

Relative compactness of f (X n) follows

For f1, f2, . . . , fk ∈ D(A),
define γj

n(δ) for each fj as above

Set γn(δ) =
∑k

j=1 γj
n(δ).

Result follows for all k < ∞
Relative compactness for k = ∞ follows
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Compactification of state space

A be an operator on Cb(E ).

Let {gk} ⊂ D(A) be as in the separability condition i.e.

{(f ,Af ) : f ∈ D(A)} ⊂ bp-closure ({(gk ,Agk) : k ≥ 1}

Let ‖gk‖ = ak and Ê =
∏∞

k=1[−ak , ak ]

Define ĝ : E → Ê by

ĝ(x) = (g1(x), ..., gk(x), ....)

ĝ is continuous & one-to-one if {gk} separate points

ĝ(E ) is Borel & ĝ−1 : ĝ(E ) → E is measurable

Extend ĝ−1 to Ê by setting ĝ−1(z) = e for z 6∈ ĝ(E ).
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Embedding

Let U be the algebra generated by

{uk ∈ C (Ê ) : uk((z1, ..., zk , ....)) = zk}.
Define operator A with domain U as follows.

A(cui1ui2 ...uik )(z) =

{
cAgi1gi2 ...gik (x) if z = ĝ(x)

0 otherwise.

Note

uk(ĝ(x)) = gk(x) and Auk(ĝ(x)) = Agk(x).

Lemma 1

Let X be a solution of the martingale problem for A. Let
Zt = ĝ(Xt) for all t. Then Z is a solution to the martingale
problem for A.
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Proof of Lemma 1

Proof:

Z is a ĝ(E ) valued process.

Let u ∈ U with u(ĝ(x)) = g(x).

For 0 ≤ t1 < t2 < · · · < tm < t < r , H1, . . . ,Hm ∈ B(Ê ),

E
[(

u(Zr )− u(Zt)−
∫ r

t
Au(Zs)ds

) m∏
i=1

Hi (Zti )

]

= E
[(

g(Xr )− g(Xt)−
∫ r

t
Ag(Xs)ds

) m∏
i=1

hi (Xti )

]
= 0

where hi = Hi ◦ ĝ .

Thus Z is a solution of the martingale problem for A.
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Equivalence

Lemma 2

If Z is a solution of the martingale problem for A with

P(Zt ∈ ĝ(E )) = 1 ∀ t ≥ 0 (1)

then Xt = ĝ−1(Zt) defines a solution to the martingale problem for
A.

Lemma 3

If the martingale problem for A is well - posed, then there exists a
unique solution Z to the martingale problem for A satisfying (1).
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Progressive measurability

Corollary 4

If D(A) is an algebra that separates points and if separability
condition holds, then well - posedness in the class of progressively
measurable processes implies well - posedness in the class of all
measurable processes.

Proof.

Let X be a measurable solution.

Let Zt = ĝ(Xt). Z is a solution of the martingale problem for
A with Zt ∈ ĝ(E ).

Since Ê is compact, Z has a r.c.l.l. modification Ẑ .
Ẑt ∈ ĝ(E ) a.s.

Yt = ĝ−1(Ẑt) is a progressively measurable modification of X .
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Convergence of f.d.d.’s to those of a Markov Process

Theorem 5

Let D(A) - algebra, separating points in E , vanishing nowhere.
Assume separability condition. Suppose that the martingale
problem for A is well-posed.
Let X n, X be progressively measurable solutions to the martingale
problems for An, A respectively. Suppose that X n

0 ⇒ X0. Further,
suppose that {X n

t : n ≥ 1} is tight for all t ≥ 0.
If for all f ∈ D(A) there exist fn ∈ D(An) such that

‖fn − f ‖ → 0 as n →∞; sup
n
‖Anfn‖ < ∞

sup
x∈K

|Anfn(x)− Af (x)| → 0 as n →∞, ∀ compact K .

then the finite dimensional distributions of the proceess Xn

converge to those of X .
Abhay G. Bhatt Chapter 3
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Proof

Proof.

Let {gk}k≥1 be as in separability condition.

Let Zn = ĝ(X n), Z = ĝ(X ).

Then Z is a solution of the martingale problem for A.

Using Theorem 4, we get

Zn = ĝ(X n) = (g1(X
n), . . . , gk(X n), . . .)

is tight in D([0,∞), Ê ).

Let Znk ⇒ Z̃ .

Fix u ∈ U ,Hi ∈ C (Ê ).

Define f = u ◦ ĝ , hi = Hi ◦ ĝ
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Solution of martingale problem for A

E

[(
u(Z̃r )− u(Z̃t)−

∫ r

t

Au(Z̃s)ds

) m∏
i=1

Hi (Z̃ti )

]

= lim
k→∞

E

[(
u(Z nk

r )− u(Z nk
t )−

∫ r

t

Au(Z nk
s )ds

) m∏
i=1

Hi (Z̃
nk
ti )

]

= lim
k→∞

E

[(
f (X nk

r )− f (X nk
t )−

∫ r

t

Af (X nk
s )ds

) m∏
i=1

hi (X
nk
ti )

]
= lim

k→∞
E
[(

(f − fnk
)(X nk

r )− (f − fnk
)(X nk

t )

−
∫ r

t

(Af − Ank fnk
)(X nk

s )ds
) m∏

i=1

hi (X
nk
ti )
]

≤ lim
k→∞

(
2‖fnk

− f ‖
m∏

i=1

‖hi‖+ E
∫ r

t

|(Af − Ank fnk
)(X nk

s )| ds
m∏

i=1

hi (X
nk
ti )

)
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Proof (Contd.)

The first term on the RHS above tends to zero by hypothesis.
(viz.,. ‖fnk

− f ‖ → 0)

Moreover

E |(Af − Ank fnk
)(X nk

s )|
≤ sup

x∈K
|Af (x)− Ank fnk

(x)|+(‖Af ‖+ ‖Ank fnk
‖) P (X nk

s ∈ K c)

which can be made arbitrarily small for large enough n (using
tightness of {X n

s }) for every s

DCT implies RHS above tends to zero

Z̃ is a solution of the martingale problem for A.
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Proof (Contd.)

Let u ∈ U . Then u2 ∈ U .

Let Mu
t = u(Z̃t)−

∫ t
0 Au(Z̃s)ds.

〈Mu,Mu〉t =
∫ t
0 (Au2 − 2uAu)(Z̃s)ds is continuous

Hence (Mu
t )t≥0 and (u(Z̃t))t≥0 are continuous in probability

(u(Z̃t))t≥0 has no fixed points of discontinuity for all u ∈ U .

(Z̃t)t≥0 cannot have any fixed points of discontinuity

For every t, Z̃nk
t ⇒ Z̃t

{X n
t : n ≥ 1} is tight in E for every t

{Zn
t : n ≥ 1} is tight in ĝ(E ) for every t

Hence
P
{

Z̃t ∈ ĝ(E )
}

= 1 ∀ t ≥ 0. (2)
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Proof (Contd.)

Recall Z = ĝ(X )

Then Z as well Z̃ are solutions of the martingale problem for
(A, µ ◦ ĝ−1) satisfying (2) and hence have the same law

Hence
ĝ(X n) ⇒ ĝ(X )

We also have for all t1, . . . , tj and for all j ,

(ĝ(X n
t1), . . . , ĝ(X n

tj
)) ⇒ (ĝ(Xt1), . . . , ĝ(Xtj ))

Finally, since {X n
t : n ≥ 1} is tight and D(A) is a measure

determining class (an algebra that separates points) we have

(X n
t1 , . . . ,X

n
tj
) ⇒ (Xt1 , . . . ,Xtj ).
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Weak Convergence to a Markov Process

Theorem 6

In addition to the hypotheses of Theorem 5, assume that D(A)
strongly separates points in E, (i.e. f (xn) → f (x)∀f ∈ D(A)
implies xn → x). Then X n ⇒ X (as processes in D([0,∞),E )).

Proof.

Since D(A) strongly separates points in E , we get that
ĝ−1 : ĝ(E ) 7→ E is continuous

As before we get
ĝ(X n) ⇒ ĝ(X )

This now implies the result
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Stationary Distribution of a Markov Process

Definition 2.1

µ ∈ P(E ) is a stationary distribution or an invariant measure for
the Markov process determined by A, if the solution X of the
martingale problem for (A, µ) is a stationary process,
i.e., if P{Xt+s1 ∈ Γ1, . . . ,Xt+sk ∈ Γk} is independent of t ≥ 0 for
all 0 ≤ s1 < s2 < . . . < sk , Γ1, Γ2, . . . , Γk ∈ E and for all k ≥ 1.

In particular, P{Xt ∈ Γ} = µ(Γ) for all t

For the transition probability P

µ(Γ) =

∫
E

P(t, x , Γ)µ(dx) ∀ t > 0, Γ ∈ E
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Markov Processes

For the associated semigroup Tt∫
E

fdµ =

∫
E

Tt fdµ ∀ f ∈ B(E ), t > 0

For Generator L∫
E
(Lf )dµ = 0, ∀ f ∈ D(L)

Can generator L be replaced by operator A for which X is a
unique solution of its martingale problem?
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For the associated semigroup Tt∫
E

fdµ =

∫
E

Tt fdµ ∀ f ∈ B(E ), t > 0

For Generator L∫
E
(Lf )dµ = 0, ∀ f ∈ D(L)

Can generator L be replaced by operator A for which X is a
unique solution of its martingale problem?

Abhay G. Bhatt Chapter 3



Weak Convergence
Invariant Measures

Evolution Equations

Invariant Measures & Markov semi-groups
A criterion for Invariant measures

Existence of a stationary solution

Theorem 7

Let D(A) be an algebra that separates points and vanishes
nowhere. Suppose A satisfies the separability condition and that
for all ν ∈ P(E ), there exists a solution to the D([0,∞),E )
-martingale problem for (A, ν). Suppose that µ ∈ P(E ) satisfies∫

E
Afdµ = 0 ∀ f ∈ D(A).

Then on some probability space, there exists a filtration (Gt)t≥0

and a (Gt)t≥0- progressively measurable process X such that X is
a stationary process and that X is a solution of the martingale
problem for (A, µ) w.r.t. (Gt)t≥0.
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Yosida Approximations

Proof.

Since the martingale problem for (A, δx) admits a solution for
all x ∈ E , A satisfies

‖(λ− A)f ‖ ≥ λ‖f ‖ ∀f ∈ D(A), λ > 0

Hence (I − n−1A) = n−1(n − A) is one to one

For n ≥ 1 define An on R(I − n−1A) by

Anf = n[(I − n−1A)−1 − I ]f

For f ∈ D(A), define fn := (I − n−1A)f

Then Anfn = Af & ‖fn − f ‖ → 0

For g = (I − n−1A)f , f ∈ D(A),∫
E

Angdµ =

∫
E

Afdµ = 0.
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Construction of a suitable transition probability function

Construct a probability measure ν on E × E and transition
function η : E × B(E ) → [0, 1] satisfying

ν(E × B) = ν(B × E ) = µ(B)

ν(B1 × B2) =

∫
B1

η(x ,B2)µ(dx)∫
E

g(y)η(x , dy) = (I − n−1A)−1g(x) µ− a.s.

Then

Anf = n[(I − n−1A)−1 − I ]f = n

∫
E
(f (y)− f (x))η(x , dy)

Moreover ∫
E

η(x ,B)µ(dx) = ν(E × B) = µ(B)
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Stationary solutions for An

Let Y0,Y1, . . . ,Yk , . . . be an E -valued Markov chain with
initial distribution µ and transition function η.

Then {Yk : k ≥ 0} is a stationary sequence

Let V be an independent Poisson process with parameter n

Define X n
t = YVt

Then X n is a stationary Markov (Jump) Process with initial
distribution µ, and a solution of the martingale problem for An

Since L(X n
t ) = µ, {X n

t : n ≥ 1} is tight for all t

Hence as in Theorem 5 we get (via subsequential limits on
ĝ(E )) a progressively measurable solution of the martingale
problem for A

Further X is stationary
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A criterion for Invariant measures

Theorem 8

Let D(A) be an algebra that separates points and vanishes
nowhere. Suppose A satisfies the separability condition. Suppose
that the D([0,∞),E )- martingale problem for (A, δx) is well posed
for all x ∈ E. Let (Tt)t≥0 be the semigroup associated with the
martingale problem for A.
Further suppose that every progressively measurable solution to the
martingale problem for (A, µ) admits an r.c.l.l. modification.
If µ ∈ P(E ) satisfies∫

E
Afdµ = 0 ∀ f ∈ D(A)

then µ is an invariant measure for the semigroup (Tt)t≥0.
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The Kolmogorov’s forward equation

Suppose f (Xt)−
∫ t
0 Af (Xs)ds is a martingale for all f ∈ D(A)

Taking expectations and denoting L(Xt) = νt , we get∫
E

fdνt =

∫ t

0

(∫
E

Afdνs

)
ds +

∫
E

fdν0 ∀f ∈ D(A) (3)

Equation (3) is called the Kolmogorov’s Forward equation or
the Fokker-Planck equation

When νt = µ the above equation reduces to∫
E

Afdµ = 0 ∀f ∈ D(A)
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A perturbed evolution equation

Let λ ∈ Cb(E ).

Let M(E ) be the set of all positive finite measures on (E , E).

Consider∫
E

fdνt =

∫
E

fdν0 +

∫ t

0

(∫
E
(Af − λ(·)f )dνs

)
ds, f ∈ D(A)

(4)

A collection {νt}t≥0 ⊂M(E ) is a solution of (3) (or (4)) if
1 {νt}t≥0 satisfies (3) (or (4))
2 and

t 7→ νt(B) is measurable ∀B ∈ E
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Feynman-Kac

If (Xt)t≥0 is a solution of the D([0,∞),E )-martingale
problem for (A, ν0) then (using integration by parts)

f (Xt) exp


−

Z t

0

λ(Xs)ds

ff
−

Z t

0

»
exp


−

Z s

0

λ(Xu)du

ff
“
Af (Xs)− λ(Xs)f (Xs)

”–
ds

is a martingale.

Define

νt(B) = E
(

IB(Xt) exp

{
−
∫ t

0
λ(Xs)ds

})
.

(νt)t≥0 is a solution of the perturbed evolution equation

Uniqueness?
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λ ≥ 0

Let {µt}t≥0 be a solution of (4) and define µ′t = µte
αt

Then for f ∈ D(A)∫
E

fdµ′t =

∫
E

fdµ′0 +

∫ t

0

(∫
E

(Af − λ(·)f + αf ) dµ′s

)
ds

Conversely if {µ′t}t≥0 ⊂M(E ) satisfies the above equation
then µt = µ′te

−αt satisfies (4).

So without loss of generality we consider λ ≥ 0

Operator A− λ

Killing Intensity λ(x)

Abhay G. Bhatt Chapter 3



Weak Convergence
Invariant Measures

Evolution Equations

Existence of Solutions
Uniqueness
The perturbed operator

Theorem

Theorem 9

Suppose that for all x ∈ P(E ), there exists a solution to the
D([0,∞),E )-martingale problem for (A, δx). Further suppose that
every progressively measurable solution admits a r.c.l.l.
modification.
If {νt} ⊂ P(E ) and {µt} ⊂ P(E ) are solutions of (3) with
ν0 = µ0, then νt = µt for all t ≥ 0.

Proof. Let E0 = E × {−1, 1}, β > 0, ν0 ∈ P(E ).
Let D(B) ⊂ Cb(E0) be the linear span of

{f1f2 : f1 ∈ D(A), f2 ∈ C ({−1, 1})}.

Bf1f2(x , v) = f2(v)Af1(x) + β(f2(−v)

∫
E

f1dν0 − f1(x)f2(v)).
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Proof (Contd.)

D(B) is an algebra that separates points in E0

B satisfies the separability condition.

Since B is a jump perturbation of A we know that the
martingale problem for (B, δ(x ,v)), admits a r.c.l.l. solution for
every (x , v) ∈ E0.

Let µ ∈ P(E 0) = µ1 × δv , where µ1 ∈ P(E ), v ∈ {−1, 1}.
Let (Y ,V ) be a progressively measurable solution to the
martingale problem for B with V (0) = v .

Let Zt = ĝ(Yt)
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Proof (Contd.)

Define

D(B) = {uf2 : u ∈ U , f2 ∈ C ({−1, 1})}

Buf2(z , v) = f2(v)Au(z) + β(f2(−v)

∫
Ê

ud ν̃0 − f2(v)u(z))

where
ν̃0 = ν0(ĝ

−1(Γ ∩ ĝ(E ))).

(Z ,V ) is a solution of the martingale problem for B.

Let (Ẑ , V̂ ) denote its r.c.l.l. modification

Define

D(C) = {uh : u ∈ U , h ∈ Cb(Z+)}

Cuh(z , n) = h(n)Au(z) + β(h(n + 1)

∫
Ê

ud ν̃0 − h(n)u(z))
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Proof (Contd.)

Define

τ0 ≡ 0, τk ≡ inf{t > τk−1 : Vt = (−1)kv} ; k ≥ 1

Nt = k if τk ≤ t < τk+1.

(Ẑ ,N) is a r.c.l.l. solution of the martingale problem for C.

The one dimensional distributions of (Ẑt ,Nt)t≥0 are uniquely
determined by Y0, β, ν̃0 and (Ts)s≥0, the semigroup
corresponding to the martingale problem for A.

In turn, the one dimensional distributions of V and of Y are
uniquely determined by Y0, (Ts)s≥0, β and ν̃0.

The martingale problem for B is well - posed.
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Proof (Contd.)

Let (νt)t≥0 be a solution of (3).

Define

ν = (β

∫ ∞

0
e−βtνtdt)× (

1

2
δ1 +

1

2
δ−1).∫

E0
Bfdν = 0 for all f ∈ D(B).

Hence ν is an invariant measure for the Markov process
characterised by B.

If {γt} denotes the one dimensional distributions for the
solution of the D([0,∞),E0)-martingale problem for
(B, ν0 × δ1) and (Y ,V ) is any stationary solution to the
D([0,∞),E0)-martingale problem for B, then

P(Ys ,Vs ∈ Γ) = lim
t→∞

t−1

∫ t

0
γu(Γ)du ∀ s.
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Proof (Contd.)

Stationary distribution for B is unique.

Thus if (µt)t≥0 ⊂ P(E ) is another solution, µ defined by

µ = (β

∫ ∞

0
e−βtµtdt)× (

1

2
δ1 +

1

2
δ−1)

is a stationary distribution

Uniqueness implies∫ ∞

0
e−βtνtdt =

∫ ∞

0
e−βtµtdt.

Since β > 0 was arbitrary, we get νt = µt ∀ t ≥ 0.
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Cemetery

Assume 1 ∈ D(A) with A1 = 0.

Choose a point ∆ 6∈ E and let E∆ = E ∪ {∆}
Define a metric d ′ on E∆ by

d ′(∆,∆) = 0, d ′(∆, x) = d ′(x ,∆) = 1,

d ′(x , y) = d(x , y) ∧ 1 for x , y ∈ E

Define

λ̃(∆) = 0, λ̃(x) = λ(x) ∀ x ∈ E

D(A∆) = {f ∈ Cb(E
∆) : f |E ∈ D(A)}

A∆f (∆) = 0; A∆f (x) = Af (x) ∀ x ∈ E , f ∈ D(A∆)

Cf (x) = λ̃(x)(f (∆)− f (x)) ∀f ∈ Cb(E
∆), x ∈ E∆
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The operator A∆ + C

D(A) algebra =⇒ D(A∆) is an algebra

D(A) separates points =⇒ D(A∆) is separates points

Separability condition for A =⇒ the same for A∆

Well-posedness of the martingale problem for A implies
Well-posedness of the martingale problem for A∆

C is a Jump Operator with all jumps going to ∆

Existence of a solution to the D([0,∞),E ) - martingale
problem for (A, δx) for all x =⇒ existence of a solution to the
D([0,∞),E∆)- martingale problem for (A∆ + C , δy ) for all y

Solution X of the martingale problem for A∆ + C :
Xt evolves as a solution of A until it is killed
At the time of Death it jumps to cemetery ∆ and stays there
If Xt = y , the process is killed (independntly) at time t with
intensity λ(y).
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Well-posedness of A∆ + C

Theorem 10

The martingale problem for A∆ + C is well-posed.

Proof.

Let (T∆
t )t≥0 be the semigroup associated with the well-posed

martingale problem for A∆.

Let X be a measurable solution to the martingale problem for
A∆ + C .

Since IE ∈ D(A∆ + C ) and (A∆ + C )IE = −λ̃IE = −λ̃, we
get

Mt = IE (Xt) +

∫ t

0
λ̃(Xs)ds

is a martingale.
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Proof (Contd.)

λ̃ ≥ 0 =⇒ IE (Xt) is a supermartingale.

Get an r.c.l.l. modification (Nt) of IE (Xt)

Let
τ = inf{t > 0 : Nt = 0}.

Then Nu = 0 for u ≥ τ a.s.

Thus IE (Xt) = I{τ>t} a.s.

Integration by parts implies

I{τ>t} exp

{∫ t

0
λ̃(Xs)ds

}
is a martingale.
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Proof (Contd.)

Consider the compact embedding into Ê

Cu(z) = Au(z) + λ̂(z)(u(ĝ(∆))− u(z)).

Then Zt = ĝ(Xt) is a solution of the martingale problem for C.

Let Ẑ be the r.c.l.l. modification of Z

We get

M̃t = I{τ>t} exp

{∫ t

0
λ̂(Ẑs)ds

}
is a non-negative mean one martingale.

Fix T > 0. Define Q on D([0,∞), Ê ) by

Q(θ̂t1 ∈ Γ1, ..., θ̂tm ∈ Γm) = EP

[
m∏

i=1

IΓi
(Ẑti )M̃t

]
for all 0 ≤ t1 < . . . < tm ≤ T , Γ1, . . . , Γm.
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Proof (Contd.)

The following are martingales

f (Xt)−
∫ t
0 (Af (Xs)− λ(Xs)f (Xs)ds

f (Xt) exp{
∫ t
0 λ̃(Xs)ds} −

∫ t
0 Af (Xs) exp{

∫ s
0 λ̃(Xu)du}ds

f (Xt)I{τ>t} exp{
R t

0
λ(Xs)ds} −

R t

0
Af (Xs)I{τ>s} exp{

R s

0
λ(Xu)du}ds

u(Ẑt)M̃t −
∫ t
0 Au(Ẑs)M̃sds

Hence, for 0 ≤ t1 < ... < tm+1 ≤ T , h1, ..., hm ∈ C (Ê ),

EQ

[(
u(θ̂tm+1)− u(θ̂tm)−

∫ tm+1

tm

Au(θ̂s)ds

) m∏
k=1

hk(θ̂tk )

]

=EP

[(
u(Ẑtm+1)M̃tm − u(Ẑtm)M̃tm+1 −

∫ tm+1

tm

Au(Ẑs)M̃sds

) m∏
k=1

hk(Ẑtk )

]
=0.
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Proof (Contd.)

Under Q, θ̂ is a solution of the martingale problem for A with

Q(θ̂t ∈ ĝ(E∆)) = 1 ∀ t.

X ′
t := ĝ−1(θ̂t) is a solution of the martingale problem for A∆.

For u ∈ B(Ê )

EQ[u(θ̂t)] = EQ[u◦ĝ(X ′t )] = EQ[[T∆
t (u◦ĝ)](X ′0)] = EP[[T∆

t (u◦ĝ)](X0)]

EP[u(Ẑt) exp{
∫ t
0 λ̂(Ẑr )dr}I{τ>t}] = EP[T∆

t (u ◦ ĝ)(X0)] for all
0 ≤ t ≤ T .

Arguing exactly similarly for the process Xs+· we get

EP[IFu(Ẑt) exp{
∫ t

s
λ̂(Ẑr )dr}I{τ>t}] = EP[IF [T∆

t−s(u◦ĝ)](Xs)]

for all s ≤ t ≤ s + T ,F ∈ F Ẑ
s
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Thus for all s ≤ t ≤ s + T

EP[u(Ẑt) exp{
∫ t

s
λ̂(Ẑr )dr}I{τ>t}|F Ẑ

s ] = T∆
t−s(u ◦ ĝ)(Xs) a.s.

Choosing u = f ◦ ĝ−1

EP[f (Xt)]− EP[T∆
t f (X0)] =

∫ t

0
EP[CT∆

t−s f (Xs)]ds.

EP[f (Xt)] = EP[T∆
t f (X0)] +

∫ t

0
EP[T∆

s CT∆
t−s f (X0)]ds

+

∫ t

0

∫ s

0
EP[CT∆

s−rCT∆
t−s)f (Xr )]drds

and so on.
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Proof (Contd.)

Thus the distribution of Xt is completely determined determined
by C , (T∆

s )s≥0 and X0.
Hence we have uniqueness of one-dimensional marginals.

Theorem 11

If {µt}t≥0 ⊂M(E ) and {νt}t≥0 ⊂M(E ) are solutions of (4)
with µ0 = ν0, then µt = νt for all t ≥ 0.

Proof. Theorem 9 implies uniqueness of solution to∫
E∆

fdγt =

∫
E∆

fd ν̃0 +

∫ t

0
(

∫
E∆

(A∆ + C )fdγs)ds.

Since 1 ∈ D(A) with A1 = 0, we get
νt(E ) = ν0(E )−

∫ t
0

∫
E λdνsds ≤ 1.

Set ν̃t(U) = νt(U ∩ E ) + (1− νt(E ))IU(∆)
Then ν̃t is a solution to (4).
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